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Abstract

This thesis explores the implementation of Physics-Informed Neural Networks (PINNs)
to simulate hydrodynamic behaviors of fully submerged objects in Newtonian incompressible
isothermal Fluids in confined environments that mimic a wind tunnel scenarios. The primary
objective is to test and validate a (PINN)-based methodology capable of replicating real-time
fluid simulations, with a focus on simulating drag force, lift force, vorticity, fluid flow, and
pressure distributions. By comparing the results with traditional Computational Fluid Dy-
namics (CFD) simulations, this research aims to evaluate the effectiveness of (PINN) in both
laminar and turbulent flow regimes. This research introduces a qualitative and quantitative
analysis of hydrodynamic forces and phenomena using simplified geometric objects and typ-
ical underwater robotics shapes, checking generalization across different fluid conditions. A
specific dataset was designed to train and validate the (PINN) architectures, with the results
showing qualitative concordance with (CFD) baselines in certain scenarios, while identifying
limitations in low Reynolds numbers flows and boundary condition handling. Additionally, the
potential scalability of this (PINN) methodology makes it suitable for integration into marine
robotics simulators, providing real-time hydrodynamic phenomena calculation with manageable
computational requirements.

Key Words: Physics-Informed Neural Networks (PINNs), Computational Fluid Dynamics
(CFD), real-time fluid simulation, hydrodynamic forces, drag and lift, vorticity, marine robotics,
incompressible fluids, isothermal fluid dynamics, Pruned-UNet architecture, U-Net architecture,
fluid-structure interaction, boundary conditions, turbulent flows, laminar flows.



Resumo

Esta tese explora a implementação de Redes Neurais Informadas por Física (PINNs) para
simular comportamentos hidrodinâmicos de objetos totalmente submersos em fluidos newto-
nianos incompressíveis e isotérmicos em ambientes confinados que imitam cenários de túnel
de vento. O objetivo principal é testar e validar uma metodologia baseada em PINN capaz de
replicar simulações de fluido em tempo real, com foco na simulação de força de arrasto, força de
sustentação, vorticidade, fluxo de fluido e distribuições de pressão. Ao comparar os resultados
com simulações tradicionais de Dinâmica dos Fluidos Computacional (CFD), esta pesquisa visa
avaliar a eficácia das PINNs em regimes de fluxo laminar e turbulento. A pesquisa introduz
uma análise qualitativa e quantitativa das forças e fenômenos hidrodinâmicos utilizando objetos
geométricos simplificados e formas típicas de robótica subaquática, verificando a generalização
em diferentes condições de fluido. Um conjunto de dados específico foi criado para treinar e
validar as arquiteturas PINN, com os resultados mostrando concordância qualitativa com as
referências de CFD em certos cenários, ao mesmo tempo em que identifica limitações em fluxos
de baixo número de Reynolds e no tratamento de condições de fronteira. Além disso, a po-
tencial escalabilidade desta metodologia baseada em PINN a torna adequada para integração
em simuladores de robótica marinha, proporcionando cálculo de fenômenos hidrodinâmicos em
tempo real com requisitos computacionais razoáveis.

Palavras-chavem: Redes Neurais Informadas por Física (PINNs), Dinâmica de Fluidos
Computacional (CFD), simulação de fluidos em tempo real, forças hidrodinâmicas, arrasto e
sustentação, vorticidade, robótica marinha, fluidos incompressíveis, dinâmica de fluidos isotér-
micos, arquitetura Pruned-UNet, arquitetura U-Net, interação fluido-estrutura, condições de
contorno, fluxos turbulentos, fluxos laminares.
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Chapter 1: Introduction MIR - Marine and Maritime Intelligent Robotics

1.1 Motivation

In engineering and scientific research, the importance of simulations and simulators is clear [1]. These vir-
tual tools emulate real-world scenarios in a computational environment, allowing cyber-physical systems such
vehicles or robots to be digitally replicated. Simulating their characteristics and functionalities, which include
control theory algorithms, sensor interactions and hardware behavior. Mimicking complex environments where
these digital twins will operate. This process is performed under the establishment of physical laws, rules or
among other constrains established for the simulation, considering the interaction of these digital-twins with
their surrounding environment, which minimizes the risks associated with experimentation in real conditions.

In robotics, simulators mostly focus on land or aerial robotics. However, in the field of marine and maritime
robotics, there are just a few of them [2]. Frequently they are unable to mimic real-time physics based fluid
mechanics or fluid-object interaction, which are critical aspects in areas such as control algorithms, navigation,
autonomous systems and artificial intelligence. Understanding the interaction of marine vehicles with water is
a major aspect of marine robotics engineering, as the multiple effects of forces and moments on these vehicles
are fundamental to their design [3] and behavior. As an example, the study of how water interacts with the
hull can drive the development of more efficient marine vehicles, in terms of mobility, energy consumption,
cost-effectiveness, and adaptability to different weather conditions [4]. However, commonly roboticists only
want to focus on control, computer vision or artificial intelligence algorithms rather than hydrodynamics.

Therefore, achieving an accurate fluid mechanics without proper fluid simulation is challenging [5]. Often,
oversimplified using unrealistic physical assumptions due to the high computational cost of full 3D fluid simu-
lation [6, 7]. This kind of simulation frequently faces challenges in proper integration with visualization tools,
as well as model validation and verification [8, 6]. A scenario where hydrodynamics and fluid interactions are
implicit in the environment are necessary to replicate situations beyond the ideal ones, where environmental
conditions are neglected. Virtual scenarios where the different factors that can affect the behavior of a marine
vehicle are necessary to develop more robust systems that allow eventual autonomy in complex situations.

In a real-time simulation, it is essential to stay within the established processing time limits of 15 to 60
frames per second (FPS) [9]. This requirement contributes to a central role in applications such as control
theory, digital twins, and even video games. This implies that current fluid simulation methods used in offline
simulations such CFD are not directly transferable to real-time applications, real-time fluid simulations need to
be capable of handling a wide range of agent and user interactions with predefined or variable fluid conditions.
However, there is a distinction between simulators focused on visual representation, such as game engines, which
prioritize graphical fidelity, and those where physical accuracy is required [6].

This thesis addresses the current limitations of simulators and simulations in reproducing hydrodynamic
phenomena and fluid-object interactions in real-time. To the best of the author’s knowledge, and based on the
state of the art at the time of writing (Nov. 2024), it is one of the first to implement artificial intelligence,
specifically physics-informed neural networks (PINN), for modeling complex hydrodynamic phenomena such
as flow separation, boundary layers, and vortices in real-time. These phenomena are reproduced by the im-
plicit fluid-object interactions, rather than being directly programmed. Furthermore, the work validates these
simulations through measurements, comparisons, and evaluations against reliable CFD (Computational Fluid
Dynamics) results using Reynolds-averaged Navier-Stokes (RANS) equations under various fluid conditions and
geometric configurations typical of marine robotics.
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Chapter 1: Introduction MIR - Marine and Maritime Intelligent Robotics

1.2 Goals and Research Questions

The main goal of this thesis is to evaluate and compare data-driven fluid simulations for fully submerged
objects in a Newtonian incompressible isothermal fluids in confined environments, which mimics a wind tunnel
scenarios, using the Physics-Informed Neural Networks (PINN) methodology proposed by Wandel et al. (2021)
for real-time 3D fluid simulations based on an Eulerian description [10]. Additionally, this thesis explores the
limitations of hardware and necessary simplifications in simulations due to boundary conditions and fluid domain
size, while also investigating the stability and accuracy of real-time simulations versus offline CFD simulations.
Furthermore, the thesis aims to analyze the hydrodynamic variables, such as drag force, lift force, pressure
distribution, velocity fields, and vorticity, to ensure accurate fluid-structure interaction and flow behavior in
various conditions.

The main research questions of the thesis can be summarized as follows:

1. Is it a PINN-based methodology capable to simulate fluid dynamics and hydrodynamic variables (drag
force, lift force, pressure distribution, velocity, and vorticity) for fully submerged objects in real-time?

2. How does the accuracy and stability of real-time PINN simulations in capturing hydrodynamic behaviors
compare to traditional offline CFD methods?

3. How scalable is the PINN approach in handling complex geometries, larger fluid domains, and different
flow regimes (laminar, turbulent)?

4. What are the limitations and necessary simplifications when using PINN for fluid simulations, particularly
regarding hardware, boundary conditions, fluid domain size, and the representation of hydrodynamic
variables?

5. What potential does the PINN methodology hold for real-time integration into marine robotics simulators,
especially in terms of generalization, hydrodynamic accuracy, and reliable fluid simulation across diverse
operational conditions?

1.3 Main Contributions

Based on the research questions, this thesis aims to implement a fluid PINN-based simulation methodology
capable of replicating real-time measurable hydrodynamic phenomena, by presenting the following contributions:

• A training dataset with shape simplifications has been developed to validate PINN models against CFD
baselines, ensuring generalization across different domains.

• A qualitative and quantitative analysis will be conducted on the hydrodynamic phenomena such pressure,
velocity field behavior and vorticity in fully submerged objects, addressing laminar and turbulent flow
regimes, for a PINN-based methodology.

• A quantitative analysis will be conducted on basic hydrodynamic variables such as drag force, lift force
and vorticity, to evaluate fluid-surface interactions in multiple fluid conditions.

• A comparative evaluation of PINN architectures and traditional CFD methods will be performed, evalu-
ating computational efficiency and accuracy, with a focus on real-time simulation performance.

• The potential scalability of PINN models for integration in marine robotics simulators will be evaluated,
enabling real-time fluid simulations with lower computational costs.
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1.4 Thesis Outline

This thesis is divided into eight chapters, covering the main aspects of this research.

Chapter 2 - Notions on Fluid Mechanics: Introduces fundamental fluid mechanics concepts, such as
density, pressure, and viscosity, along with key laws like Bernoulli’s and Navier-Stokes equations for analyzing
laminar and turbulent flows.

Chapter 3 - Literature Review: Fluid Simulation Approaches and Models: Reviews existing fluid
simulation approaches, including ocean surface simulations, underwater modeling, and data-driven techniques
like Physics-Informed Neural Networks (PINNs) to solve complex fluid equations. Different descriptions of fluid
motion (Lagrangian and Eulerian) are also discussed.

Chapter 4 - Methodology Part I: PINN Model: Covers the construction of a PINN-based model,
including the neural network architectures, dataset preparation, and training process.

Chapter 5 - Methodology Part II: CFD Baseline: Discusses the creation of a reference baseline using
traditional computational fluid dynamics (CFD) methods, detailing software, mesh construction, and turbulence
models.

Chapter 6 - Methodology Part III: Fluid Conditions and Hydrodynamic Variables: Describes
the methods and procedures for calculating hydrodynamic variables like velocity, pressure, drag, lift, and vor-
ticity to compare simulation results.

Chapter 7 - Results: Simulation Analysis and Comparison: Provides a detailed analysis of simula-
tion results and hydrodynamic variables using different (PINN) architectures compared to the CFD baseline.

Chapter 8 - Conclusion and Further Work: Summarizes findings and discusses future research direc-
tions.
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Chapter 2: Notions on Fluid Mechanics MIR - Marine and Maritime Intelligent Robotics

Fluid mechanics is the branch of physics that studies the behavior of fluids (liquids and gases) both at rest
(static) and in motion (dynamic), analyzing the forces and interactions that occur within them. In the field
of marine robotics, phenomena such as buoyancy, pressure, drag, lift, and vortex generation are of particular
importance. These phenomena result from the internal dynamics of the fluid and its interaction with objects,
being influenced by the pressure and relative velocity between the object and the fluid.

To describe these phenomena, fundamental principles such as Pascal’s and Archimedes’ principles are ap-
plied in static situations, while the conservation of mass, conservation of momentum, continuity equation, and
Bernoulli’s principle are used in dynamic cases. Along with their simplifications and special cases are employed
to model approximations of these behaviors.

This chapter aims to familiarize the reader with the fundamental concepts of fluid mechanics by providing a
comprehensive overview of the basic aspects governing fluid behavior, with a particular emphasis on Newtonian
incompressible isothermal fluids. The first section (2.1) covers the fundamentals of fluid properties such as
pressure, density, viscosity, among others. The second section (2.2) addresses key concepts in hydrostatics,
including Pascal’s and Archimedes’ principles, and the fundamental hydrostatic equation. The third section
(2.3) discusses fluid classification in motion based on Reynolds numbers and whether the fluid is compressible or
incompressible. Finally, the fourth and last section (2.4) focuses on the differential modeling of incompressible-
isothermal fluids, focusing on the continuity equation, the Navier-Stokes momentum equation. Concepts that
will be later used during the work development, as we will explain during the following chapters.

2.1 Fluid Properties

A fluid is a substance, such as a liquid or gas, which continuously deforms under the action of a force parallel
to its surface, forcing their internal layers to slide past each other, as a consequence, a fluid flows and adapts to
the shape of its container due to the free movement (distance) of its molecules [11]. Under small fluctuations
in heat and density, fluids exhibit the following properties [12].

2.1.1 Continuity
A fluid is considered continuous if the distance λ between the molecules is insignificant compared to the

physical dimensions of the problem δ, a characteristic known as (free path). Therefore, macroscopic fluid
parameters such as density, pressure, velocity, and temperature are assumed to be continuous and to vary
smoothly over space. This continuum model is applicable to the majority of fluid flow conditions, as the local
changes resulting from individual molecular motion are negligible, and all fluids share the following physical
characteristics [13].

Figure 2.1: The continuum model assumption. Adapted from: [13].
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2.1.2 Density
A fluid is defined as continuous over a region of interest, and this continuity is assumed based on its density,

which is given by:

ϱ = lim
∆v→0

∆m

∆V
(1)

where, ∆m in kilograms (kg), is the incremental mass variation contained in an incremental volume ∆V in cubic
meters (m3). However, as ∆V → 0, continuity is lost because the mass m varies discontinuously depending
on the number of molecules. Typically, volumes smaller than ε = 2.7 × 106 molecules (contained in a cubic
millimeter of air under standard conditions 101.3 kPa and a temperature of 15◦C are not considered. For
general purposes, the nominal density of seawater is 1027 kg/m3 [12].

2.1.3 Temperature
The temperature affects the fluid behavior and properties. It influences the Kinetic energy of a molecule,

determining the degree of heat or cold of an object, which alters viscosity, density, and flow characteristics. As
the temperature of a liquid increases, the kinetic energy of its molecules increases, causing them to move faster
and overcome the intermolecular attractive forces that hold them together.

• Viscosity Reduction: Higher temperatures decrease liquid viscosity by increasing molecular kinetic
energy, which overcomes intermolecular forces.

• Density Decrease: As the temperature rises, liquids expand slightly, reducing their density as the
average distance between molecules increases.

• Vapor Pressure Increase: Vapor pressure rises exponentially with temperature. When vapor pressure
equals atmospheric pressure, boiling occurs, and if local pressure drops below vapor pressure, cavitation
may occur, potentially damaging surfaces.

• Solubility Changes: Solubility of solids in liquids generally increases with temperature, while gas solu-
bility decreases.

The temperature is commonly expressed in scales such as Celsius (°C), Fahrenheit (°F), and Kelvin (K),
Kelvin being the base unit for temperature and is defined based on absolute zero, the lowest possible tempera-
ture in the International System of Units (SI). Absolute zero is set at 0 K, where the thermal motion of atoms
and molecules is minimized. Where the relation between the different temperature scales is given by:

K = ◦C+ 273.15 (2)

◦F =
9

5
◦C+ 32 (3)

◦C =
5

9
(◦F− 32) (4)

2.1.4 Compressibility
All fluids compress when pressure increases, resulting in a decrease in volume and an increase in density.

The amount of volume change varies among different fluids. At a constant temperature T , the bulk modulus
of elasticity K represents the compressibility coefficient and defines the rate of change in pressure ∆p relative
to the fractional change in density ∆ϱ/ϱ.

For water, under standard conditions, the bulk modulus is approximately 2100 MPa. To cause a 1% change
in the density of water, a pressure of 21 MPa is required. Due to the extreme pressure needed to compress such
fluids, they are considered incompressible [12]. The bulk modulus K is defined by the following equation:

K = lim
∆ϱ→0

[
∆p

∆ϱ/ϱ

]
T

(5)

Note: Other properties such as surface tension, specific heat, or ideal gases will not be explained, as they
are not relevant to the purpose of this work.
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2.1.5 Pressure

Pressure, denoted as p in Pascals (Pa) or (N/m2), can be defined as the normal force Fn in N either on a
gas or liquid, acting per unit area A in (m2) on a surface [14], due to Pascals are a small unit, pressure is often
given in kPa. Mathematically, it is expressed as:

p = lim
∆A→0

∆Fn

∆A
(6)

The pressure at any given point is called absolute pressure Pabs, measured relative to a perfect vacuum (absolute
zero pressure). Being the difference between absolute and local atmospheric pressure Patm , known as gage
pressure Pgage. Pressures below atmospheric pressure are denominated vacuum pressures. Absolute, gage, and
vacuum pressures are all positive values and are related as follows [15].

Pgage = Pabs − Patm (7)
Pvacuum = Patm − Pabs (8)

Figure 2.2: Absolute gage, and vacuum pressures. Adapted from: [15].

The pressure generated by molecules colliding with a solid surface is perpendicular to that surface. Therefore,
the force direction is obtained by multiplying the pressure by a minus unit vector n⃗, which is normal to the
surface, that points outward from the surface, while the force due to pressure points inward. Since the pressure
acts normal to the surface, the resulting force ∆F is given by:

∆F = −pn⃗ dA. (9)

Figure 2.3: Pressure as a Force. Adapted from: [13].

2023/2024 11



Chapter 2: Notions on Fluid Mechanics MIR - Marine and Maritime Intelligent Robotics

2.1.6 Viscosity
Viscosity can be defined as the internal resistance that fluid molecules present to their movement, that is,

their resistance to flow. This property can be interpreted as “how thick” or “how sticky” a fluid is. The higher
the viscosity, the greater the resistance to flow, and vice versa. This viscosity is known as dynamic viscosity
and is represented by the Greek letter µ and measure in (Pa · s) [12].

Temperature T has a significant impact on the viscosity of both gases and liquids. As temperature increases,
the viscosity of liquids typically decreases due to the reduction in bonding forces between molecules, making
them flow more easily. In contrast, the viscosity of gases generally increases with temperature because of
increased intermolecular momentum transfer, which raises resistance to deformation, as can be seen in the
Figure 2.4.

Figure 2.4: Temperature effects on the viscosity of liquids and gases. Adapted from: [13].

This resistance is related to shear forces. When a force is applied to a fluid, it causes the layers of the fluid
to slide over each other. The higher the viscosity, the greater the shear force required to achieve a certain rate of
flow. When different layers of a fluid move relative to each other, viscosity resists this motion, which manifests
as shear forces within the fluid [15].

Visualizing Viscosity

A common way to visualize this phenomenon is through an experiment where a fluid is contained between
two solid plates: one stationary plate and another moving at a velocity U máx, separated by a distance h.
Viscosity causes the fluid to adhere to the surfaces, resulting in a higher fluid velocity near the moving plate
and lower velocity as it approaches the stationary plate. This phenomenon is known as the no-slip condition,
as shown in Figure 2.5.

Figure 2.5: The flow between two parallel plates.
The lower is stationary, while the upper moves at a velocity of U = U máx. Adapted from: [11].
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The relationship between the shear stress τ (N/m2) and the shear force Fs (N) applied to the upper plate
is given by the following equation [11]:

τ =
Fs

A
(N/m2) (10)

This shear stress is proportional to the velocity gradient, where the upper layer of the fluid moves at the
same speed as the moving surface, and the lower layer remains at zero velocity. This allows viscosity to be
defined in relation to the shear stress through the following equation [12]:

τ = µ
dU

dy
(11)

This is true for Newtonian fluids, such as water, air, and oil. This rate of deformation for different fluids
and materials can be seen in Figure 2.6.

Figure 2.6: Strain rate for solid and liquids. Adapted from: [13].

The comparison between viscous forces and inertial forces, which cause fluid acceleration, is important.
Since viscous forces are proportional to µ and inertial forces to ϱ, the ratio µ/ϱ is commonly used to solve fluid
dynamics problems. This ratio, known as kinematic viscosity, is denoted by υ [13]:

υ =
µ

ϱ
(m2/s) (12)
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2.2 Hydrostatics

Hydrostatics is the branch of fluid mechanics that studies fluids at rest. It mainly deals with how forces,
particularly gravity, act on a fluid and how the fluid responds to these forces when it is in equilibrium. The
fundamental principles include:

2.2.1 Pressure at a Point in a Resting Fluid (Pascal’s Principle)
Pressure is the force per unit area that a fluid exerts on any surface. In a resting fluid, pressure is the

same in all directions at a point, meaning it acts isotropically. Mathematically, the pressure at a given point is
independent of the direction in which it is measured.

2.2.2 Variation of Pressure with Depth (Fundamental Hydrostatic Equation)
A key principle is that pressure in a fluid increases with depth due to the weight of the fluid above. As the

Figure 2.7 shows and is described by the equation 13.

p = p0 + ϱ g h (13)
Where: p : Pressure at a depth h (Pascals), (Pa or kg/(m · s2)),

p0 : Pressure at the surface (Pa),

g : Acceleration due to gravity (m/s2),
h : Depth below the fluid surface (m).

Figure 2.7: Variation of Pressure with Depth. Adapted from: [15].

2.2.3 The Buoyant force (Archimedes’ Principle)
A body fully or partially submerged in a fluid experiences an upward buoyant force Fb is equal to the weight

of the displaced fluid by the submerged portion of the hull. Mathematically, the magnitude of the buoyant force
vector Fb where g is the gravitational constant, ϱ represents the water density, vf is the volume of displaced
water, and Fg is equal to Fb in the opposite direction, is expressed in the equation 14 and shown in the Figure
2.8 [16].

Figure 2.8: The Buoyant force. Adapted from: [16].

∥Fb∥ = ϱ vf g, (14)
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2.3 Fundamentals of Fluid Flow and Flow Classification

Pathlines, streaklines, and streamlines are concepts in fluid dynamics used to visualize and analyze flow
behavior. A pathline represents the trajectory of an individual fluid particle over time, while a streakline
traces the current positions of particles that originated from a specific point. A streamline indicates the
instantaneous direction of the flow at each point, with the velocity vector always tangent to it, ensuring no fluid
crosses the streamline.

v⃗ × dr = 0 (15)

In steady-state flow, pathlines, streaklines, and streamlines coincide. A streamtube is defined by stream-
lines, allowing fluid to flow through without crossing its boundaries [12, 14]. In a streamline, the velocity V
and the acceleration a vectors with components (u, v, w) in (x, y, z) are:

Figure 2.9: Streamline visualization. Adapted from: [12].

v⃗ = uî+ vĵ + wk̂ (16)

a⃗ = u
∂v⃗

∂x
+ v

∂v⃗

∂y
+ w

∂v⃗

∂z
+

∂v⃗

∂t
(17)

2.3.1 External Versus Internal Flows
A fluid is classified as internal when it moves within a fully enclosed channel, such as flow through a

pipe [15]. In this case, the velocity at the pipe boundaries is zero, and viscosity and friction become significant,
resulting in viscous flow [12]. On the other hand, a fluid is classified as external when it moves over a surface,
such as around an aircraft wing [15]. For fluids like air and water as external flows, viscosity is often neglected
in analytical terms, making them inviscid flow, where viscous forces are negligible compared to inertial or
pressure forces [12]. The movement of liquids in a duct is known as open-channel flow when the duct is only
partially filled, resulting in a free surface [15].

2.3.2 Compressible Versus Incompressible Flows
A fluid is classified as incompressible if its density variation can be neglected, which is typically the case

for liquids under normal conditions between 0 − 25◦C and atmospheric pressure. Some gas flows can also be
considered incompressible if their density changes by less than 5%. This classification largely depends on the
speed of the fluid U (m/s) relative to the speed of sound c (approximately 346 m/s) or if the Mach Number (Ma)
is less than 0.3.

Ma =
U

c
=

Speed of the fluid

Speed of sound
(18)

In other words, under flow conditions that involve only slight changes in velocity or pressure, gases can be
treated as incompressible. However, it is important to note that this approximation is valid only in specific
contexts and does not apply universally to all gas flows. For higher Ma numbers, where significant changes
in density occur, gases are generally considered compressible [15, 12], due to the increased separation of gas
molecules [13].
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2.3.3 Steady Versus Unsteady Flows
As in other engineering contexts, steady means there is no temporal change. In this context, steady flow

refers to a flow where macroscopic properties remain constant over time at a specific point in the fluid field. As
a result, a turbulent flow can be considered statistically steady [13].

In contrast, unsteady flow exhibits changes in these properties over time. Unsteady flow can include both
transient and periodic flows. Transient flow refers to conditions where fluid properties are changing over
time, typically during transitions between different states, such as when a valve closes or when there are sudden
changes in system conditions [15]. On the other hand, periodic flow is characterized by oscillations around a
mean value and is often observed in systems with cyclic conditions, such as pumps or turbines operating under
varying loads.

It is also worth noting that while steady flow may imply a lack of temporal change, it does not necessarily
mean that the system is in equilibrium; it simply indicates that properties do not change with time at any given
point.

2.3.4 Laminar and Turbulent Flows
When classifying a fluid based on its motion, it can be categorized as laminar or turbulent. In laminar

flow, the fluid moves smoothly in parallel layers without mixing, they are typically present in fluids with high
viscosity and low velocity. As the fluid velocity increases, it eventually transitions to turbulent flow, where
the motion becomes chaotic [12, 14, 15].

A flow that alternates between laminar and turbulent is known as transitional flow, occurring when lami-
nar flow gradually becomes turbulent. This process is not instantaneous but happens over time or distance [12,
14, 15].

In turbulent flow, fluid layers mix, generating internal shear stresses that create eddies, vortices, and
chaotic motion. These flows are characterized by random variations in velocity and pressure over time and
space. Despite their irregularity, turbulent flows can be described using statistical averages, allowing for anal-
ysis of their macroscopic properties. Turbulent flows tend to occur at higher velocities and lower viscosities;
however, they can also arise in higher-viscosity fluids under certain conditions, particularly when the Reynolds
number exceeds a critical threshold [12, 14, 15].

Figure 2.10: Fluid flow transitioning from smooth laminar flow to a turbulent mixed flow.
Adapted from: [13]
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2.3.5 Reynolds number in Internal Flows
The transition from laminar to turbulent flow can be described using the Re, which depends on factors

such as geometry, flow velocity, temperature, fluid type, and, in turbulent regimes, surface roughness. It is
represented by the ratio of inertial forces, such the density ϱ and the average flow speed, Uavg to viscous forces
µ or ν [15, 12]. In a circular pipe of diameter D, this ratio is represented by:

Re =
Inertial Forces
Viscous Forces

=
UD

ν
=

ϱ U D

µ
(19)

The dimensionless Re is the key parameter for determining the flow regime in pipes. The Re at which flow
becomes turbulent is called the Critical Reynolds number (Recr) [15, 12]. In pipe flow regimes, the values are:

Laminar Flow: Re < 2300

Transitional Flow: 2300 < Recr < 4000

Turbulent Flow: Re > 4000

Note: That surface roughness influences flow behavior primarily in the turbulent regime, where it can
significantly impact drag and flow characteristics.

2.3.6 Boundary layer and Reynolds number in External Flows
In most cases, the viscous effects of a fluid are confined to a boundary layer δ, which is the layer of fluid

in direct contact with a surface, this layer grows along the surface. As a result, shear stresses are generated,
which cause the fluid to slow down. Excessive growth of this boundary layer may lead to flow separation after
reaching the critical distance xcr and the transition region, resulting in a loss of lift and an increase in
drag. The boundary layer is thicker in turbulent flow compared to laminar flow [13].

Figure 2.11: Boundary layer δ over a flat plate. Adapted from: [13].

The boundary layer can be described in terms of the Reynolds Number for external Flows (ReL), which is
related to the characteristic length L of the surface over which the fluid flows. This characteristic length
may differ between the upper and lower surfaces of a body, taking the stagnation point (where the velocity is
zero and the pressure is highest). As a result, the ReL is given by:

ReL =
ϱ U L

µ
=

U L

ν
(20)

By convention, using the NACA0012 airfoil as a reference 1, for ReL > 105, the flow naturally becomes
turbulent [13]. Additionally, velocities of U > 100 km/h over lengths L > 4m are often considered in practice
[14].

1http://airfoiltools.com/airfoil/details?airfoil=n0012-il
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2.4 Modeling of a Fluid in motion

This section describes the general governing equations valid for three-dimensional, unsteady flows, applica-
ble to all types of flows (compressible or incompressible, viscous or inviscid). The motion of any fluid is
governed by three fundamental principles: conservation of mass, Newton’s second law, and conservation
of energy, typically expressed through integral or Partial Differential Equations (PDE).

Fluid dynamics focuses on the internal and external interactions of a moving fluid under the influence of
forces. In the 18th century, Daniel Bernoulli introduced the concept of energy conservation in fluids, while
Leonhard Euler developed simplified equations that neglected viscosity. Later, in the 19th century, Claude-
Louis Navier and George Gabriel Stokes formulated the Navier-Stokes equations, which account for
viscosity and are crucial for analyzing complex behaviors such as turbulence.

2.4.1 Bernoulli Equation
The Bernoulli equation describes the conservation of energy in a flowing fluid. It states that for an incom-

pressible, non-viscous fluid, the total mechanical energy along a streamline remains constant. It is an approxi-
mate relation between pressure, velocity, and elevation, is reasonable in certain regions of many practical flows.
Mathematically, it can be expressed as:

p+
1

2
ϱ U2 + ϱgz = constant (conserved pressure) (21)

where p represents the fluid pressure, ϱ is the fluid density, v is the flow velocity, g is the acceleration due
to gravity, and z is the height above a reference level. This equation represents the trade-off between pressure
energy, kinetic energy, and potential energy in a fluid system. In an incompressible flow and that no mechanical
work is introduced into or taken out of the fluid system, the equation can be rewritten as:

p1 +
1

2
ϱ U2

1 + ϱgz1 = p2 +
1

2
ϱ U2

2 + ϱgz2 (22)

Figure 2.12: Streamtube Flow Model for Deriving the Bernoulli Equation. Adapted from: [13].
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2.4.2 Continuity equation
The principle of mass conservation states that mass cannot be created or destroyed [13]. Therefore, the net

mass flow ṁ entering a control volume V must equal the mass flow leaving it, represented by the change in fluid
element mass, melement [15]. ∑

ṁin −
∑

ṁout =
∂

∂t
melement (23)

This equation assumes no fluid accumulation within the control volume. For example, if we consider a pipe
with varying diameters at the inlet and outlet, the volume flow rate Q remains constant [13].

Q1 = Q2 (24)

Thus,

U1A1 = U2A2 (25)

The differential form

In the differential form, the volume of a fluid element is:

dv⃗ = dx dy dz (26)

Thus, the mass of the fluid element is:

∂

∂t
melement = ϱ dv⃗ = ϱ dxdydz (27)

In Cartesian coordinates, the infinitesimal volume is represented as the Figure 2.13.

Figure 2.13: Mass inflow or outflow through each face of the differential control volume. Adapted from: [15] .
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The inflow and outflow of mass through each face of the control volume can be approximated as [15]:

∑
ṁin ≈

(
ϱu− ∂(ϱu)

∂x

dx

2

)
dy dz +

(
ϱv − ∂(ϱv)

∂y

dy

2

)
dx dz +

(
ϱw − ∂(ϱw)

∂z

dz

2

)
dx dy (28)

∑
ṁout ≈

(
ϱu+

∂(ϱu)

∂x

dx

2

)
dy dz +

(
ϱv +

∂(ϱv)

∂y

dy

2

)
dx dz +

(
ϱw +

∂(ϱw)

∂z

dz

2

)
dx dy (29)

The continuity equation in Cartesian coordinates is given by:

∂ϱ

∂t
+

∂(ϱu)

∂x
+

∂(ϱv)

∂y
+

∂(ϱw)

∂z
= 0 (30)

Divergence Theorem

The divergence theorem allows the transformation of a volume integral of the divergence ∇ of a vector field
(e.g., velocity v⃗) into a surface integral over the boundary of the volume [15]. Thus, the continuity equation in
vector form becomes:

∂ϱ

∂t
+∇ · (ϱv⃗) = ∂ϱ

∂t
+ v⃗ · ∇ϱ+ ϱ∇ · v⃗ = 0 (31)

Dividing by the density ϱ, we obtain:

1

ϱ

Dϱ

Dt
+∇ · v⃗ = 0 (32)

If the density variations are negligible compared to the velocity gradients ∇ · v⃗:

ϱ−1Dϱ

Dt
≈ 0 (33)

The flow is considered incompressible, and we simplify the equation to [15, 12, 13]:

∇ · v⃗ = 0 (34)

2.4.3 Linear Momentum equation
The momentum equation describes the conservation of movement (momentum) in a fluid, can be written as:

ϱ

(
∂v⃗

∂t
+ (v⃗ · ∇)v⃗

)
= ϱ

Dv⃗

Dt
= ϱg⃗ +∇ · σij (35)

Where:

ϱ : Fluid density,

V⃗ : Velocity vector,
g : Gravity,

∇ · σij : Viscous forces within the fluid
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This equation follows from Newton’s second law, where momentum changes equal the sum of forces. In flu-
ids, these forces include surface forces (pressure gradients and viscosity) and body forces (gravity). The vector
form of the momentum equation yields three scalar equations, aiding in determining velocity and pressure fields
[13].

The momentum equation also accounts for the stress components acting on a fluid element. At any point in
the fluid, there are nine stress components defined by the matrix τij , where σ are the normal stresses acting
perpendicular to surfaces and the are the shear stresses τ acting tangential to a surface, forming the stress
tensor [12, 13]:

τij =

σxx τxy τxz
τyx σyy τyz
τzx τzy σzz

 (36)

Dividing by the volume at ∆, the equation simplifies to:

ϱ
Du

Dt
=

∂σxx

∂x
+

∂τxy
∂y

+
∂τxz
∂z

+ ϱgx (37)

ϱ
Dv

Dt
=

∂τxy
∂x

+
∂σyy

∂y
+

∂τyz
∂z

+ ϱgy (38)

ϱ
Dw

Dt
=

∂τxz
∂x

+
∂τyz
∂y

+
∂σzz

∂z
+ ϱgz (39)

By taking moments about the center of the element, we find:

τyx = τxy, τyz = τzy, τxz = τzx (5.3.5)

Figure 2.14: Forces acting on an infinitesimal fluid particle. Adapted from: [12] .

Note: Given the focus of this work, the differential energy equation will not be addressed. This decision
is made because the study primarily focuses incompressible isotermical fluids, in which the conservation of
momentum and mass are important, where thermal effects and energy transfer are negligible, as we will see in
the section 2.4.4.
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2.4.4 Navier–Stokes momentum equation
The Navier-Stokes equations are used to describe the motion of compressible and incompressible fluids, such

as water or gases. Their complexity arises from the nonlinear advection term, making them difficult to solve
analytically, leading to the use of numerical methods or approximations. These equations, along with the
continuity and energy equations, are partial differential equations that describe fluid motion based on pa-
rameters such as pressure, velocity, and viscosity.

To derive the Navier-Stokes equations, we utilize constitutive equations. These equations relate the com-
ponents of the stress tensor to the velocity and pressure fields within the fluid. When a fluid is in motion,
pressure still acts inwardly on the fluid elements, but viscous stresses also become significant. To account for
both pressure and viscous forces, the stress tensor σij is composed of two parts: the diagonal pressure matrix
and the viscous stress tensor τij , which represents internal friction due to the fluid’s viscosity [12, 15].

σij =

−P 0 0
0 −P 0
0 0 −P

+

τxx τxy τxz
τyx τyy τyz
τzx τzy τzz

 (40)

In this equation, P represents the pressure acting inwardly and τij captures the viscous stresses, with each
τij term representing a component of the internal frictional forces acting in the fluid. However, this equation
does not apply to incompressible fluids, as it does not account for the effects of temperature on pressure or
thermodynamic pressure. In incompressible fluids, the concept of mechanical pressure or mean pressure
Pm or just p is used, which is defined as the mean normal stress [15]:

Pm = −1

3
(σxx + σyy + σzz) (41)

Incompressible-Isothermal Flow description

This type of fluid is classified as a Newtonian fluid, defined as one in which the shear stress is linearly pro-
portional to the shear strain rate. By assuming an isothermal flow, where local temperature variations are small
or nonexistent, we can eliminate the need for a differential energy equation since the temperature of the fluid re-
mains constant. Therefore, for an incompressible and isothermal fluid, the following properties are assumed [15]:

• ϱ = constant (density)

• µ = constant (dynamic viscosity)

• ϵ = constant (other relevant property, if needed)

Here, the viscous stress tensor τij is expressed in terms of the strain rate tensor eij , which describes the rate
of deformation of fluid elements. The strain rate tensor is directly related to the velocity gradients within the
fluid and is given by:

τij = 2µeij (42)

and eij

eij =


∂u
∂x

1
2

(
∂u
∂y

+ ∂v
∂x

)
1
2

(
∂u
∂z

+ ∂w
∂x

)
1
2

(
∂v
∂x

+ ∂u
∂y

)
∂v
∂y

1
2

(
∂v
∂z

+ ∂w
∂y

)
1
2

(
∂w
∂x

+ ∂u
∂z

)
1
2

(
∂w
∂y

+ ∂v
∂z

)
∂w
∂z

 (43)
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Applying this definition of the viscous stress tensor to the linear momentum equation and the Laplace
operator, we obtain the Navier-Stokes momentum equation, defined as:

ϱ

[
∂v⃗

∂t
+ (v⃗ · ∇)v⃗

]
= −∇p+ ϱg + µ∇2v⃗ (1)

Where:

ϱ : Fluid density,

V⃗ : Velocity vector,
p : Pressure,
g : Gravity,
µ : Dynamic viscosity,

∇2V⃗ : Diffusive term representing viscosity.

The Continuity and Navier–Stokes Equation for Newtonian Incompressible, Isothermal Fluids

Therefore, the momentum and continuity equations for a Newtonian Incompressible, Isothermal fluid in
Cartesian coordinates are defined as follows [12, 15]:

Incompressible continuity equation:
∂u

∂x
+

∂v

∂y
+

∂w

∂z
= 0 (44)

x-component of the incompressible Navier–Stokes equation:

ϱ

(
∂u

∂t
+ u

∂u

∂x
+ v

∂u

∂y
+ w

∂u

∂z

)
= −∂P

∂x
+ ϱgx + µ

(
∂2u

∂x2
+

∂2u

∂y2
+

∂2u

∂z2

)
(45)

y-component of the incompressible Navier–Stokes equation:

ϱ

(
∂v

∂t
+ u

∂v

∂x
+ v

∂v

∂y
+ w

∂v

∂z

)
= −∂P

∂y
+ ϱgy + µ

(
∂2v

∂x2
+

∂2v

∂y2
+

∂2v

∂z2

)
(46)

z-component of the incompressible Navier–Stokes equation:

ϱ

(
∂w

∂t
+ u

∂w

∂x
+ v

∂w

∂y
+ w

∂w

∂z

)
= −∂P

∂z
+ ϱgz + µ

(
∂2w

∂x2
+

∂2w

∂y2
+

∂2w

∂z2

)
(47)
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In marine robotics, the notions seen in the chapter 2 are used in tasks such as reducing the resistance caused
by water as a vehicle moves through it, to improve the efficiency of the power needed for the vehicle displacement
[17]. They are also applied to maintain operational integrity during operations at different depths, aiming to
preserve atmospheric pressure for the enclosed volume and many other tasks [18].

One of the applications of these approximations is their integration into digital twin simulations in virtual
environments [2]. These simulations allow real-time implementation of physical phenomena on marine vehicles,
recreating scenarios close to reality with minimal risk. This facilitates the design and integration of control
systems, the implementation of sensors, or the adjustment of environmental variables, such as viscosity, with-
out compromising the safety of the vehicle, even though these models do not fully reproduce real-world dynamics.

However, most simulators use pseudo forces or omit physical effects due to their complexity, the compu-
tational requirement, and the challenges to calculate them in real-time. In marine robotics, the options are
limited as can be seen in table 3.1, and in the case of open-source simulators, access to the source code is often
unavailable, documentation is insufficient, or many of these projects have been abandoned [19].

Table 3.1: Feature comparison of popular simulators used for marine robotics. Source: [2].

This chapter covers various approaches used to simulate fluids and hydrodynamic variables, both in real-
time and non-real-time computational processing. These approaches range from methods for large-scale water
simulations, such the surface of the ocean, to hybrid techniques that capture small details like splashes. Addi-
tionally, it includes methods for simulating underwater vehicles and hydrodynamic forces by applying geometric
and numerical techniques, as well as data-driven fluid simulations.

The first section (3.1) focuses on simulating the ocean surface in open seas, including buoyancy forces and
the effects of ocean currents and wind. The second section (3.2) explores geometrical approaches for simulating
fully submerged vehicles and the use of Fossen equations. The third section (3.3) describes numerical models
for fluid motion using Lagrangian and Eulerian approaches. The fourth section (3.4) discusses hybrid methods
for simulating oceans, rivers, and small-scale effects such as splashes. Finally, the fifth section (3.5) presents
current fluid simulation methods based on data-driven approaches, with an emphasis on applications of Physics-
Informed Neural Networks (PINN).

3.1 Ocean Surface simulation

This type of simulation emphasizes wave dynamics in both shallow waters and the open ocean. Shallow
water simulations capture wave movements near the coast, where the depth significantly affects wave dynamics,
including non-sinusoidal behavior in some cases. On the other hand, in open ocean simulations, the fast Fourier
transform is used to decompose small amplitude sinusoidal wave components in motion in the ocean, following
the principles of Airy wave theory, that describes the propagation of small amplitude gravity waves on the
surface of a homogeneous fluid, such as water. It assumes the fluid is incompressible, inviscid, and irrotational,
with a uniform mean depth. [20].

Waves appear across the entire ocean surface, ranging from tsunamis generated by seismic movements on
the seafloor to tidal waves (tides), which are caused by the gravitational forces of the Moon and the Sun, and
wind-generated waves are the most commonly used for simulating the ocean surface in marine robotic simulators
and video games. This type of wave originates from atmospheric disturbances, such as wind, storms, and gusts.
Surface waves are formed through frictional stress between the wind and the water surface due to the difference
in velocities between the two fluids [21]. This frictional wind stress τw (force per unit area) is defined by the
equation 48 [22].

τw = ϱaCdU
2 (N/m2) (48)
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Where:

τw : Is the frictional wind stress
ϱa : Is the density of air,
Cd : Is the drag coefficient, which depends on wind speed and surface conditions,
U : Is the wind speed at a reference height above the water.

As wind moves across open oceans and coastal regions, it generates waves. Contrary to common belief,
waves do not significantly transport water; instead, they primarily transmit energy through water, often in a
circular motion. Although waves can traverse entire ocean basins without significant water displacement, there
is a small net forward movement of water, known as Stokes drift, which occurs near the surface. The diameter
of this circular motion decreases with depth in open water, while in shallow water, waves take on an elliptical
motion, as illustrated in Figure 3.1.

Figure 3.1: Wave Circular motion in open and shallow waters. Source: [21].

.
3.1.1 Wave Simulation Process

Trochoidal or Gerstner wave

The circular motion of a wave, as illustrated in Figure 3.1, represents a simplified version of wave behavior,
commonly known as trochoidal or Gerstner waves. These waves are characterized by both horizontal and
vertical components:

x(a, b, t) = a+
ekb

k
sin(k(a+ ωat)) (49)

y(a, b, t) = b− ekb

k
cos(k(a+ ωat)) (50)

where a and b are the coordinates of the center of the circular path, ωa is the angular velocity, which deter-
mines how fast a complete rotation is made around the circumference, and k is the wave number. The wave
number k measures how many wavelengths fit in a unit of distance, typically in radians per unit length. While
this model provides a stylized representation, it only offers an idealized approximation of the ocean’s surface
the implementation of these waves can be found in the tutorial made by Jasper Flick 1 , and a more detailed
explanation of them is available in the paper Simulating Ocean Water by Tessendorf [23].

However, to achieve realistic wave simulations, it is necessary to understand two main approaches: wave
dynamics, which focuses on the description of individual waves, and the spectral models, which uses a
stochastic methods to characterize wave fields in specific oceanic regions, where the surface of the ocean is
represented as a superposition of many individual waves with different frequencies, directions and random am-
plitudes [24]. The spectral approach considers variables such as wind direction and strength, water depth, and
coastline shape to represent the distribution of wave energy over different frequencies and directions.

1https://catlikecoding.com/unity/tutorials/flow/waves/

2023/2024 26

https://catlikecoding.com/unity/tutorials/flow/waves/


Chapter 3: Fluid Simulation Approaches and Models MIR - Marine and Maritime Intelligent Robotics

Ocean as an infinite sum of waves (Wave dynamics)

A 2D wave dynamic can be described as a sinusoidal wave η with z direction as surface elevation. Since
both the angular velocity ωd and the wave direction θ depend on the wave number k, each individual wave can
be fully described by the parameters (ki, ai, ϵi), where, t is the time, ai is the amplitude, and ϵi is the phase.
As result, the surface of the ocean can then be modeled as the sum of an infinite number of these 2D waves, as
the equation [25]:

η(r, t) =

∞∑
i=0

ai cos(ki · r − ωait+ ϵi) (51)

Where:

r : (x, y) (Wave vector)

ki : (ki cos θi, ki sin θi)

ki : (kix, kiy)

However, representing the ocean surface using a sum of sinusoidal functions is computationally expensive.
To make this process more efficient, Fast Fourier Transform (FFT) can be applied, expressing the cosines as
complex exponential. In this way, the displacement of the surface, represented as a sum of waves, can be
transformed into a more manageable form if the coordinates and wave numbers k are arranged on a regular grid
as can be seen in the Figure 3.2. and represented using the Discrete Fourier Transform (DFT) when:

1.Number of spatial points = N

2.Coordinates x =
m

N
L, wave numbers k =

2πn

L

3.m,n ∈
[
−N

2
,
N

2

]

Figure 3.2: Visualization of the ocean surface (left) and the corresponding rendered image (right). Source: [26].

As a result of applying the Fourier transform to equation 51, we obtain the surface displacement in Fourier
space:

ηn(t) =

N
2∑

m=−N
2

hm(t)e2πi
m
N n (52)

In this expression, hm(t) are the Fourier coefficients, representing the amplitude and phase of each wave
component, while the exponential term introduces periodicity in space.
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Ocean as a spectrum model

As we have discussed, waves are characterized by their wave vectors, wavenumbers, and frequencies. In a
spectral model, these parameters are related through a dispersion relation ωd. The disturbance force driving
the waves is the wind, while the restoring forces include gravity g and water depth h.

In the open ocean, wave amplitudes follow random patterns [27], which are described by the non-directional
spectrum S(ωd). This spectrum represents the analysis and modeling of time series data of wave height.
Additionally, the directional distribution D(ωd, θ) describes the tendency of waves to follow the wind direction,
depending on the angle between the wave vector and the wind θ, as well as the wave frequency. These factors
and the group phase velocity vg, which is the speed as the entire wave packet moves, defines the spatial spectrum
P (k).

P (k) = S(ωd)D(k, ωd)
vg(ωd)

2
(53)

Ocean waves include wind-driven waves and swell, with the latter forming far from their origin. Both types
of waves are modeled using distinct spectral functions, to simulate their real-world behavior, with adjustments
made to account for factors such as water depth and wave direction. Table 3.2 presents some of the most
common dispersion relations and group velocities implemented [5].

Dispersion relation Group velocity
Deep Water ω2

d = gk vg = 0.5 (ωd/k)

Shallow Water ω2
d = gk tanh(kh) vg = 0.5 (ωd/k)

(
1 + kh(1−tanh2(kh))

tanh(kh)

)
Capillary Waves ω2

d = gk
(
1 + (kℓc)

2
)

vg = 0.5 (ωd/k)
(
1 + 2(kℓc)

2

1+(kℓc)2

)
Combined ω2

d = gk tanh(kh)
(
1 + (kℓc)

2
)

vg = 0.5 (ωd/k)
(
1 + kh(1−tanh2(kh))

tanh(kh) + 2(kℓc)
2

1+(kℓc)2

)
Table 3.2: Dispersion and group velocity expressions. Source: [5].

In the case of shallow waters, models account for the influence of the seabed on wave propagation. Since
the water depth is comparable to the wavelength, waves interact significantly with the bottom, leading to non-
sinusoidal behavior. As waves approach the shore, they slow down and increase in height. Simulations of this
nature require methods capable of capturing these effects, such as finite difference models combined with con-
volution methods, which discretize variables along both the seabed and the water surface, an implementation of
the spectral method pipeline is shown by Ivan Pensionerov 2. Recently, in 2023, an approach was implemented
that resolves and combines open ocean and shallow water waves into a heightfield field wave model capable of
simulating complex interactions between the two approaches [28].

As discussed in this section, simulating the complexities of natural ocean phenomena and achieving accurate
representations is a challenging task. The ocean’s highly dynamic behavior encompasses a wide range of condi-
tions, from calm seas to turbulent waters, and from small ripples to large breaking waves at the shore. These
movements are influenced by various phenomena occurring across multiple scales [29]. Next, we will explore
some implementations for simulating the forces exerted by the water surface on objects in contact with it.

3.1.2 Object interactions with water and hydrostatic forces
In general, to achieve real-time behavior, rigid bodies are used to simulate vehicles or objects above or below

the water surface. These rigid bodies are represented as meshes with no real interaction with the water. In
real-time open ocean simulations, Fourier-spectral-based methods lack the ability to handle interactions with
moving obstacles, while optimized finite-difference or finite-element methods, which can accommodate complex
environmental interactions, remain computationally expensive [30]. Therefore, mathematical methods and sim-
plifications are applied to approximate forces such as buoyancy, wind, and ocean currents [16].

For example, although buoyant force is often simulated with reasonable accuracy, other parameters such
as the specific shape of the object or its mass distribution are often not fully considered. Many simulations use
bounding boxes or simplified meshes to approximate the shape of the object, which can introduce inaccuracies.
Additionally, the actual waterline, where the object should be submerged based on its mass and geometry, is
often not precisely accounted for.

2https://www.youtube.com/watch?v=kGEqaX4Y4bQs/
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Wind effects

The movement and orientation of a rigid object on the water’s surface is influenced by the propeller or by
external forces, such as wind, water currents, and waves. Given the absence of sails in most modern marine
vehicles, the effects of wind can be neglected, except when considering their impact on the vehicle’s hull. Lateral
winds cause oscillating roll torque, whereas frontal winds result in oscillating pitch torque [16].

The pitch angle ϕpitch and roll angle ϕroll of a surface vehicle can be determined based on the alignment
with the wind directional vector pw, as well as vehicle dynamic factors such as the pitch and roll coefficients
αpitch and αroll [16], which account for acceleration and velocity in both degrees of freedom.

ϕpitch (p
y
m,pw, νw, t) = (py

m · pw)h(νw, t)αpitch (54)
ϕroll (p

x
m,pw, νw, t) = (px

m · pw)h(νw, t)αroll (55)

Water currents effects

Water currents can exert linear and rotational forces on surface vehicles, such as yaw torque (τr). The yaw
torque is computed as:

τr = r× Fc (56)

where Fc is the force applied to the object, and r is the displacement vector from the center of mass to the
point of force application, and the yaw rotation can be defined by:

Fx(p
m
x ,pw) = (pm

x · pw)||pw|| (57)

Fy(p
m
y ,pw) = (pm

y · pw)||pw|| (58)

where ||pw||, Fx, Fy is the magnitude of the wind force, thrust force, lateral force, respectively. The interaction
depends on the wind and drag force direction relative to the vehicle orientation.

Other approaches

Other methods approximate non-hydrostatic forces on 3D models using Proportional Integral Derivative
Controllers (PID) to adjust force, dampening, and mass distribution on the ship [31]. Some approaches rely on
experimental data, stochastic wind wave descriptions, and numerical models to simulate interactions between
submerged bodies and irregular water surfaces under various wind and wave conditions, as shown in Figure
3.3 [32]. However, these methods struggle with non-linear effects like breaking waves or splashes. Fourier-
based approaches break down liquid motion using amplitude functions to handle local interactions in static
environments [30].

Figure 3.3: A. Zheleznyakova algorithm approach results under different wind conditions. Source: [32].
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3.2 Underwater Ocean simulation

Underwater, the effects of the fluid significantly influence the entire vehicle. For example, when an under-
water vehicle accelerates, it displaces a volume of water, resulting in added mass that exerts pressure on the
hull, perpendicular to the surface [33], and requires additional energy to move [34]. The fluid resistance to this
motion is determined by the pressure distribution and flow separation along the hull [35]. For fully submerged
objects, the shape of the object and fluid distribution are studied using two main approaches: geometric
approach and numerical methods, which will be detailed below.

3.2.1 Geometrical-Based Methods and Fossen Equations
A typical UV consists of three main components: the hull, diving planes or fins, and the propeller [3]. The

shape of the vehicle influences how water flows around it and is often optimized using geometric methods,
such as the Myring profile equations [36]. Basic geometries or slender body theory are used to simplify the
shape of the vehicle in marine robotics. These approximations help to understand the forces applied to the
vehicle by the surrounding fluid medium and can be broken down into added mass, lift, drag, and other forces [3].

The geometrical simplifications are mainly used for the calculation of the added mass. When a body moves
or accelerates in a fluid, the surrounding fluid moves adding a resistance, acting as an additional or "added
mass" that increases the force required for acceleration. A geometrical simplification for the hull of a typical
Torpedo shaped UV is the represented in the Figure 3.4.

Figure 3.4: Geometrical simplification for the hull of a typical Torpedo shaped UV in meters.

Other approximations employ ellipsoids, with the major axis equal to the vertical length of the vehicle and
the minor axis equal to the width of the vehicle [3, 37], as shown in Figure 3.5.

Figure 3.5: Ellipsoidal simplification for a typical Torpedo shaped UV.
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These combined approaches are used to calculate hydrodynamic variables, minimizing computational re-
quirements. They can be applied to parametrize vehicle dynamics across different displacement directions or
Degrees of Freedom (DOF) as is represented in the Figure 5.1.

Figure 3.6: Degrees of Freedom (DOF) in an Underwater Vehicle UV. Adapted from: [38].

Often using variations of the Fossen’s equations (Equation 59). This approach is not limited to the vehicle’s
equilibrium region and uses local symmetry of components, even if the entire vehicle, including diving planes,
is not symmetric. Added mass and inertia are often determined using experimental methods like the Planar
Motion Mechanism (PMM), rotating arm, and circular motion tests [39].

Mv̇ + C(v)v +D(v)v + g(η) + go = τ + τwind + τwave + σc (59)

Where:

M : Inertia Matrix (including added mass)
C(v) : Matrix of Coriolis Centripetal term (Including added mass)
D(v) : Damping matrix
g(η) : Vector of gravitational/bouyancy forces and moments
go : Vector used for pretrimming (ballast control)
τ : Vector of control inputs

τwind : Vector of wind loads
τwave : Vector of wave loads

σc : Current induced disturbances (constant)

However, this model implies the following assumptions and limitations [40]:

1. Address the objects as fully submerged, ensuring constant added mass coefficients.

2. Usually neglects waves, currents, and disturbances.

3. Assumes an inviscid, frictionless fluid with no circulation.

4. Vehicle’s rotational symmetry around the x-axis with identical cross-sections in the XY and XZ planes.

5. Treats vehicle components in isolation, ignoring interactions.
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3.3 Perspectives on Fluid Motion

A fluid in motion can be described from two different perspectives. One of them, Lagrangian description,
that approaches it as the movement of individual particles over time, while the Eulerian description focuses
on the behavior of a specific region of the fluid as it evolves. Both models assume a continuous fluid, composed
of small infinitesimal regions [14]. If the fluid is incompressible, its volume does not change in magnitude but
may deform [12].

3.3.1 Lagrangian Description
Lagrangian methods describe the behavior of a small volume of fluid represented by an individual particle

PL, with Cartesian coordinates xo, yo, zo over time t, which moves according to the forces acting upon it. The
velocities corresponding to each coordinate u, v, w are the first partial derivatives of each position component
with respect to time, while the accelerations ax, ay, aw are the second partial derivatives [14]. In the Lagrangian
description, many particles can be tracked, and their influence on one another can be observed. The accuracy
of this method depends on the number of particles that are followed [12].

PL = PL(x0, y0, z0, t), v⃗ =
∂PL

∂t
, a⃗ =

∂u⃗

∂t
(60)

In these methods, the trajectory of each fluid particle is tracked based on its initial position and the applied
forces, allowing a detailed representation of a fluid behavior, especially in cases of large deformations or complex
movements.

Smoothed Particle Hydrodynamics

The most common computational approach to Lagrangian methods is through Smoothed Particle Hydro-
dynamics (SPH), initially developed for astrophysics [41]. In this method, each particle is assigned properties
like density, pressure, and velocity, which are smoothed using interpolation functions (kernels) that account for
nearby particles. Fluid dynamics equations, such as Navier-Stokes, are solved locally for each particle using
solvers.SPH is particularly effective for representing fluid surfaces and volumes at small scales [42, 43].

However, in marine robotics, SPH techniques have only been implemented recently due to the high compu-
tational requirements needed to simulate large numbers of particles, which limits their real-time applications
but improves the accuracy [7]. In 2022, the SPlisHSPlasH SPH library 3 was used to simulate fluid interac-
tions with rigid bodies in Gazebo 4, an open-source robotics simulator. It was applied to simulate autonomous
swimming with soft robotics and swimming robots, as shown in Figure 3.7, with improvements in neighborhood
search algorithms and pressure solvers [44].

In 2023, Incompressible Smoothed Particle Hydrodynamics (ISPH) was used to simulate fully submerged
vehicles in shallow waters, successfully reproducing buoyancy and added mass on the same order of magnitude
as the geometric reference model. However, calculating other hydrodynamic variables required adjustments in
the number, diameter, and density of particles, moving the results away from real-time computation [45], as
shown in Figure 3.8.

Figure 3.7: Simulation of an amphibot robot
a tank of particles. Source: [44].

Figure 3.8: Underwater vehicle inside a tank of
particles. Source: [45].

3https://splishsplash.readthedocs.io/en/latest/about.html
4https://gazebosim.org/home
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3.3.2 Eulerian Description

The Eulerian description does not track the path of a specific fluid particle; instead, it focuses on how
fluid properties behave at a specific point Ps within a control volume over time. Under this approach, key
fluid properties such as the density ϱ, the velocity vector field u⃗, the acceleration vector field a⃗, and the scalar
pressure field p are analyzed as functions of both position and time [46].

Ps = (x, y, z), v⃗ = v⃗(Ps, t), a⃗ = a⃗(Ps, t), p = p(Ps, t), ϱ = ϱ(Ps, t) (61)

Eulerian methods generally rely on meshes, which divide the control volume into discrete cells, where fluid
velocity and pressure are represented as fields within each cell. This description is often easier to apply in prac-
tical simulations, though both Eulerian and Lagrangian approaches should ideally lead to the same conclusions
[15, 12]. One of the most common applications of this method is in CFD, where fluid flow is analyzed over time
using fixed spatial grids to compute the fluid properties at each point.

Computational fluid dynamics (CFD) Method.

This method is the computational approach for solving fluid flow problems by Eulerian description. The
governing Flow equations, which typically include the Navier-Stokes equations, are solved using numerical
techniques. These equations, which describe the conservation of mass, momentum, and energy, are partial
differential equations (PDEs).

This method employs discretization methods to convert these PDEs into a system of algebraic equations
that can be solved numerically. One of the most widely used discretization methods in CFD is the finite volume
method (FVM). In this approach, the computational domain is divided into small, discrete control volumes or
cells through a process called meshing as is shown in the Figure 3.9. The mesh can be structured (regular) or
unstructured (irregular), depending on the complexity of the geometry and the desired level of accuracy.

Figure 3.9: CFD mesh around a torpedo-shaped UUV used in this work.

Within each control volume, the governing equations are integrated, and the resulting algebraic equations
are solved iteratively. This process calculates fluid properties, such as velocity, pressure, temperature, and
density, at specific points in the computational domain. By discretizing both space and time, CFD provides
numerical solutions that are analogous to real-world wind tunnel experiments [47], allowing for the simulation
of fluid flow phenomena in a wide range of applications, including aerospace engineering, automotive design,
process engineering, and environmental studies.

In marine robotics, CFD is used to calculate the hydrodynamic characteristics of underwater vehicles, such
as the influence of the angle of attack on drag and lift coefficients. These results are utilized to optimize
vehicle design in virtual environments that closely mimic real-world conditions. Examples include studying the
dependency of steady-state velocity to improve power performance in underwater vehicles [36], or analyzing
drag coefficients with and without rudders, as the Figure 3.10 shows.
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Figure 3.10: Velocity field around an underwater vehicle with and without rudders. Source: [4].

3.4 Hybrid Approaches

As the name suggests, hybrid approaches combine Lagrangian, Eulerian, and spectral techniques to achieve
realism and real-time simulation, often with the help of Graphics Processing Unit (GPU). In 1986, the popular
Fluid-Implicit-Particle (FLIP) method was introduced, nowadays is widely used in video games and movies, in
this method, a 2D fluid flow is represented using particle-in-cell technique on adaptive grids, minimizing numer-
ical dissipation and handling large data variations for small volumes of fluid [48]. In 2001, a method which uses
grid-based spectral methods for open ocean waves, incorporating numerical calculations and artificial damping
for subtle details [24].

In 2004, a 2D GPU implementation of the Navier-Stokes equations for incompressible flow was developed
[49], followed in 2005 by a Lagrangian simulation of viscoelastic fluids reaching 10 Frames Per Second (FPS)
particles [50]. In the same year, a shallow-water nonlinear wave simulation 30 times faster than the Central
Processing Unit (CPU) was achieved [51]. In 2006, calculations for mass and buoyant forces were achieved for
50 floating objects with a rate of 16 FPS[52]. Within one year, a model reduction method for precomputed fluid
simulations was projected them into a low-dimensional solution space [53].

By 2007, water surface simulations were split into two components: 3D low-frequency fluid flow and 2D
high-frequency surface waves [54], and a full 3D GPU simulation achieved 120-180 FPS on a 64x64x128 grid
[55]. During the same year, simulations of waves and interactions with floating objects were successfully achieved
by simplifying the wave representation, transforming wave particles into water surface heights 5 [6].

In 2010, the Height Field Fluid method became popular for simulating large bodies of water, like oceans
and lakes, specially because they were able to reproduce foam and splashes. This method used shallow water
solvers to account for topography, water depth variations, simulating currents, breaking waves, and waterfalls,
and representing foam and spray as particles 6. GPU parallelization made this approach widely adopted in
video games [8]. Examples of the implementation of these two last approaches were added as footnotes.

Figure 3.11: (a) Individual wave particles
(b) Wavefront formed by these wave particles.
Source: [6].

Figure 3.12: Small waterfalls,foam, spray,
splashes, small-scale waves,
and rigid body water interaction. Source: [8].

5https://www.youtube.com/watch?v=qR09XP-S8wM
6https://www.youtube.com/watch?v=bojdpqi2l_o
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3.5 Data-driven Fluid Dynamics

With the increasing availability of large volumes of data from numerical simulations, new strategies based
on data-driven applications have been implemented using processing and compression techniques. From the
exploration of turbulent flows [56] to wall turbulence and control for energy generation [57]. These strategies
were first proposed to analyze local turbulences statistically in incompressible viscous fluids at high Reynolds
numbers in 1940 [58]. In the 1960s, Ingo Rechenberg and Hans-Paul Schwefel tested the aerodynamic drag of
five corrugated plates by randomly varying their angles using a Galton board, adjusting each variation based
on the success of previous configurations [59].

Figure 3.13: Drag reduction experiments used the Galton board as a random number generator. Source: [59].

In 1980, Artificial Intelligence (AI) began to be applied in aerodynamic design with the help of CFD soft-
ware [60]. In 1994, neural networks were used to approximate solutions to partial differential equations, and
studies demonstrated their potential in solving both ordinary and partial differential equations [61]. Three
years later, they were used to solve initial and boundary value problems by splitting the solution into two parts:
one satisfying the boundary conditions, and the other involving a feed-forward network trained to satisfy the
differential equation [62]. Similar approaches were used in the modeling of distributed nonlinear systems using
neural networks [63].

As mentioned earlier in section 3.3, the interactive process for CFD involves a high computational cost
and is not suitable for real-time applications. Therefore, in recent years, Deep Learning (DL) solutions have
been implemented to solve the differential equations that describe fluid motion in the context of surrogate fluid
models or other physical systems [64], keeping the accuracy and speeding up the calculations. In 2016, they
were used to describe the temporal dynamics of wave packets in turbulent jets, replacing nonlinear models with
linear ones for control purposes [65].

In 2018, DL was applied to aircraft airfoils under varying Reynolds numbers [66]. That same year, Neural
Networks (NN) were used in fluid mechanics, in the optimization of combustion for coal-fired boilers [67]. Long
Short Term Memory (LSTM) networks were also applied to high-dimensional chaotic systems, achieving better
results than Gaussian processes in short-term predictions [68]. Also, Generative Convolutional Neural Net-
works (GCNN) were successfully used to efficiently synthesize fluid simulations, reconstructing velocity fields
up to 700 times faster and compressing data 1300 times more than traditional simulations [69]. In that same
year, Generative Adversarial Networks (GAN) were implemented to generate high-resolution, temporally coher-
ent fluid simulations from low-resolution data, using a temporal discriminator to maintain smooth transitions
[70].

In 2019, frameworks were developed to generate turbulence simulations without sacrificing performance in
other flow metrics, aiming to improve computation times while maintaining a high level of accuracy [71, 72].
These frameworks were typically applied to the Navier-Stokes equations under variations of the average Reynolds
number [73]. The same year, the use of GANs were applied to generate turbulent flow inlet conditions, achiev-
ing flow fields statistically similar to those obtained through Direct Numerical Solution (DNS) across different
Reynolds numbers, without the need for additional simulations [73]. In 2020, a physics-informed framework
was proposed using deep autoregressive networks with physical constraints to model PDEs, as an alternative
to traditional numerical methods without requiring large training datasets, while quantifying the uncertainty
in predictions [74].
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Also in 2020, different methods applying Graph Neural Networks (GNN) to solve surrogate models appeared.
They approximate differential operators in mesh space to model the internal dynamics of physical systems, and
in Euclidean world-space to estimate external dynamics like contact and collision. These methods predict the
dynamics of a wide range of physical systems, including cloth, structural mechanics, and fluid dynamics, running
significantly faster than traditional numerical methods [75].

Figure 3.14: Graph Mesh Neural Network on multiple physical systems. Source: [75].

In 2024, a GNN was applied in industrial geometries focused on external aerodynamics for shape optimiza-
tion, extracting fluid properties from neighboring graphs with low memory consumption, even as the number
of layers increases. The methodology was tested on a parametric Navier-Stokes problem, where the parameters
control the surface shape of a motorbike [76].

Figure 3.15: Graph Neural Network domain for a motorbike and deformation points for dataset generation.
Source: [76].

The progress and research in this field have been achieved thanks to the differentiable nature of physical
equations, which has enabled the use of machine learning methods, including gradient propagation throughout
the network architecture [77, 10]. However, despite these advances, these methods generally require large
amounts of data for training and often do not generalize well to scenarios not included in the training set, limiting
their implementation in situations involving real-time applications. As a result, many of these frameworks
have begun implementing physical constraints through PINNs, and feeding back input variables in interactive
processes [78, 10, 79], which we will discuss later.

3.5.1 Physics Informed Neural Networks (PINN)

In the first formal introduction of PINN, in the two parts of the paper Physics Informed Deep Learning,
Maziar Raissi, Paris Perdikaris, and George Em Karniadakis formulated a framework for data-driven or solving
and discovering partial differential equations using data. Depending on the structure and type of data available,
they proposed two types of algorithms: continuous-time and discrete-time models. These neural networks are
trained to solve supervised learning tasks while respecting the laws of physics described by general nonlinear
partial differential equations, benefiting from domain knowledge in the form of physical models [72]. Depending
on whether the available data is scattered in space-time or arranged in fixed temporal snapshots, these two
main classes of algorithms are introduced [80].
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In essence, PINN combine physics with data, integrating classical numerical techniques and deep learning
methods. They are typically applied to PDE or Ordinary Differential Equations (ODE), where a regularizer is
added to the loss function based on physical constraints, often in the form of a governing equation [77, 81, 82].
The most common way to create a regularizer is by using the integrated squared residual of the ODE or the
PDE. This involves moving all terms to the left-hand side of the equation, squaring the result, and integrating
it over the domain. As a result, the loss function takes the following general form [81]:

Loss = Data loss+ Physics regularizer (V irtual loss) (62)

Loss : True measure fields from the predicted physics law
Data loss : Predicted output of the physical variable

Physics regularizer : Computes input-output partial derivatives

In fluid mechanics, these methods typically prefer the Eulerian perspective based on mesh descriptions, using
CNN. This deep learning method for the Navier-Stokes equations can figure out velocity and pressure fields
from simple flow visualizations, without knowledge about shape or boundary conditions [83]. However, as was
mentioned previously, these methods trained on pre-generated numerical solutions and do not generalize well
to new domains that were not in the training set [73]. The goal of these neural networks is to predict flow field
variables from input data such as x, y, z, t, to forecast velocity components u, v, w and pressure p, by learning
the mapping from the fluid’s position, as shown in the following image [82].

Figure 3.16: PINN general architecture. Source: [82].

PINNs aim to develop a loss function that incorporates known physics using a small dataset, mainly trained
on virtual particles instead of large amounts of data [82]. This allows physics to be integrated in an easy and
intuitive way through the use of automatic differentiation or backpropagation. In this specific example of the
Figure 3.16, we may state that the loss function is provided by:

Loss =
∑

Data loss

∥û(xj)− u(xj)∥22 +
∑

Virtual loss

∥N (u(x), xj , t)∥22 (63)

Both types of loss only suggest that the physics will be satisfied, but generally cannot fully meet the physical
conditions. This may or may not be critical depending on the application. A small, non-zero physics loss is
better than none, in other words, the physics laws are not enforced directly; they are promoted through the loss
function.

As a result, PINNs may struggle to learn complex physical phenomena due to limited expressiveness and
challenges in optimizing the loss landscape. However, these issues can be addressed with the implementation of
different architecture or constrained optimization techniques like curriculum regularization or sequential learn-
ing, which significantly reduce errors [84]. Length and time scales can lead to conflicting loss functions during
training, unbalancing the data and physics loss residuals, this behavior can be addressed by empirically adjust-
ing the loss weights and align them with physically valid solutions [85].

Without requiring previous knowledge of geometry or boundary conditions, these deep learning method for
the Navier-Stokes equations infers velocity and pressure fields from basic flow visualizations (such smoke or
dye). In areas where direct measurements are impractical, it makes precise predictions in complex problems
like blood flow in arteries by utilizing physical rules [83].
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This work implemented a PINN-based methodology to simulate hydrodynamic patterns and forces such as
drag, lift, and vortices on fully submerged objects, including basic geometric shapes, hydrofoil profiles, and an
UVs in Newtonian incompressible isothermal fluids. Following the approach proposed by Wandel et al. (2021)
[10], this technique trains a 3D Volumetric Convolutional Neural Network to replicate fluid dynamics using
physical regularization built on the continuity and momentum Navier-Stokes equations for both laminar and
turbulent flows.

By incorporating physical principles directly into the neural network, this PINNs methodology it is able
of real-time fluid simulations without requiring large amounts of prior training data, making them a potential
tool for fluid simulation even in non previously seen scenarios. The results are compared to traditional CFD
simulations to validate the quantitative and qualitative accuracy of the PINN predictions and ensure consistency
between both methods. The first section (4.1), the main aspect of the PINN’s mechanism, numerical calculations
and the Loss function, the second part will cover volumetric CNN used (4.2), the third section (4.3) the dataset
construction, the last section the training procedure(4.4).

4.1 Building the PINN model

As discussed in Chapter 2, the Navier-Stokes equations approximate fluid behavior. In our case, we assume
the fluid is incompressible, as is typical with water. We use an Eulerian description, observing the fluid at fixed
points in space rather than following individual particles. The fluid is represented by a velocity vector field U⃗
and a scalar pressure field p over a domain Ω, and its behavior over time is governed by the continuity and
momentum equations, as outlined in Section 2.4.

4.1.1 Boundary conditions
Every fluid can be described within a finite volume, and the boundaries of these spaces are defined by

boundary conditions. In our case, both the fluid boundaries and the surface of the fully submerged object will
have no-slip boundary conditions (Dirichlet boundary condition) [86]. This condition states that the fluid
velocity at the surface of the submerged object is equal to the velocity of the submerged object. In our case,
meaning that the fluid velocity at the surface of the object is equal to 0, due we will replicate an external flow
over a stationary body.

4.1.2 Ensuring Incompressibility via Vector Potential Decomposition
Any continuous vector field can be decomposed into a curl-free part and a divergence-free part, according

to the Helmholtz Theorem [87].

v⃗ = ∇q +∇× a⃗ (64)

Where ∇q is a curl-free potential field, meaning that the fluid does not tend to rotate around a point,
connoting an absence of vortices generated by the field itself. This type of flow is known as irrotational,
although it is only valid in regions without vorticity. The fluid will only develop vortices (rotation) when it
encounters an obstacle or some type of discontinuity in the boundary conditions. In this case, the following
holds:

∇× (∇q) = 0 (65)

When ∇× a⃗ is divergence-free, it means that the velocity field ensures that there are no changes in the local
volume of the fluid, i.e., the fluid is incompressible.

∇ · (∇× a⃗) = 0 (66)

A common approach is to solve the Poisson equation, which guarantees that the projection will not diverge.
Instead, we employ a direct prediction of the vector potential to minimize computational demands. This
process automatically meets the necessary conditions within the domain, even if it means a possible reduction
in accuracy.

v⃗ = ∇× a⃗ (67)
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4.1.3 Numerical Modeling of Fluid Dynamics with MAC Grids
Being an Eulerian description, one of the most common ways to represent it is using MAC (Marker-And-

Cell) cells, which is a way to discretized fluid domain divided into cubical cells of the same size. This way, a
grid can be created where pressure values are stored at the center of each cell, while the velocity components
are stored perpendicular to the cell faces, and the components of the vector potential can be stored on the cell
edges (Figure 4.1).

Figure 4.1: Pressure (Red cube), Velocity (blue arrows), vector potential (green arrows) in a MAC Cell.
Adapted from: [10].

To compute the velocity field v⃗ = ∇× a⃗ from the vector potential a⃗ on a 3D MAC grid, the curl is calculated
as follows: (vx)i,j,k(vy)i,j,k

(vz)i,j,k

 =

(az)i,j+1,k − (az)i,j,k − {(ay)i,j,k+1 − (ay)i,j,k}
(ax)i,j,k+1 − (ax)i,j,k − {(az)i+1,j,k − (az)i,j,k}
(ay)i+1,j,k − (ay)i,j,k − {(ax)i,j+1,k − (ax)i,j,k}

 (68)

The divergence of the velocity field v⃗ can be computed as follows:

∇ · v⃗i,j,k = 0

(vx)i+1,j,k − (vx)i,j,k + (vy)i,j+1,k − (vy)i,j,k + (vz)i,j,k+1 − (vz)i,j,k = 0
(69)

To model the diffusion of the fluid velocity, the Laplace operator ∆ is used. This operator employs a 27-point
stencil, meaning each node is surrounded by 26 neighboring nodes in the (x, y, z) directions, forming a cube.
This approach provides a precise and isotropic estimate (equal in all directions), without favoring any particular
direction. The momentum equation, which describes the conservation of mass, has the following form in terms
of the time derivative of velocity:

ϱ

(
v⃗ t+dt − v⃗ t

dt
+
(
v⃗ t′ · ∇

)
v⃗ t′

)
= −∇p t+dt + µ∆v⃗ t′ + f⃗ (70)

To compute the velocity field v⃗ = ∇× a⃗ from the vector potential a⃗ on a 3D MAC grid, the curl is calculated
explicitly, while we employ an implicit-explicit (IMEX) scheme for the treatment of diffusion terms to ensure
numerical stability. This method is a combination of both implicit and explicit methods. Here, the velocity at
the intermediate time step, v⃗t

′
, is the average of the current and future velocities:

v⃗ t′ =
v⃗ t + v⃗ t+dt

2
(71)

Note: The meaning of all the variables can be found in the Nomenclature section .
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4.1.4 Fluid Model

The model, F built, takes as input the vector potential a⃗t and the pressure field pt at a given time t and
predicts their future state at a time t+ dt. This prediction depends on the boundary conditions v⃗ t+dt

d , fluid
parameters like viscosity (µ) and density (ϱ), and the spatial domain (Ω) at the time t+ dt. Mathematically,
the model is described as:

(⃗a, p)t+dt = F [(⃗a, p)t,Ωt+dt, v⃗ t+dt
d , µt+dt, ϱt+dt] (72)

The model gathers features of the fluid via the model inputs, viscosity, and density logarithms through
the time. By continuously applying F to the initial state, the fluid simulation progresses to simulate the future
state over numerous time steps. Feature representations are:

Features =
[
pt, a⃗t,∇× a⃗t,Ωt+∆t, ∂Ωt+∆t,Ωt+∆t · ∇ × a⃗t,Ωt+∆tṗt, ∂Ωt+∆t, v⃗t+∆t

d , ln(µt+∆t), ln(ρt+∆t)
]

(73)

Figure 4.2: PINN structure for a fluid model. Adapted from: [10].

4.1.5 Physics Informed Loss Function
Our loss function is composed of two terms. The first term enforces the momentum equation 2.4.3, continuity

2.4.2, and incompressibility condition. Incompressibility is ensured via the vector potential formulation 4.1.2
and is based on the residuals of the Navier-Stokes equations. The following term for momentum loss Lp is
derived from that.

Lp =

∥∥∥∥ϱ( v⃗ t+dt − v⃗ t

dt
+
(
v⃗ t′ · ∇

)
v⃗ t′

)
+∇pt+dt − µ∆v⃗ t′ − f⃗

∥∥∥∥2 in Ω (74)

The second loss term ensures compliance with the no-slip boundary conditions, which is enforced through
the boundary loss Lb term:

Lb =
∥∥v⃗ t+dt − v⃗ t+dt

d

∥∥2 on ∂Ω (75)

The Compound loss function is obtained by combining the momentum and boundary loss terms, weighted
by hyperparameters α and β:

L = αLp + βLb (76)

In this work, the coefficients α = 1 and β = 20 were chosen to prioritize the boundary loss term Lb over the
momentum loss Lp, reducing the tendency of the fluid flow to penetrate the boundaries.
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4.2 Volumetric Convolutional Neural Networks

This section discusses two variants of 3D volumetric CNN used for feature extraction in the context of solving
fluid dynamics problems using neural surrogate models:

• U-Net architecture: A standard 3D U-Net that includes several convolutional and pooling layers. This
architecture is widely recognized for its effectiveness in capturing spatial hierarchies and is utilized for
more accurate simulations of fluid dynamics, as demonstrated in various studies where CNNs significantly
improved prediction accuracy and speed compared to traditional methods [88].

Figure 4.3: U-Net CNN architecture. Source: [10].

• Pruned U-Net: A simplified version of the U-Net, where some layers and pooling stages are removed.
This variant, while less accurate, offers enhanced computational efficiency, making it suitable for real-time
applications where speed is crucial. Research indicates that such pruned architectures can still maintain
reasonable performance levels while reducing computational costs.

Figure 4.4: Pruned-UNet CNN architecture. Source: [10].

The goal of implementing these architectures is that the depth of the U-Net allows it to represent better
complex features, such as surface discontinuities or vortex shedding, while the compact structure of the Pruned-
UNet allows for faster inference times.
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4.3 Building the Dataset

We used the volumetric CNN domain from [88, 10] with a resolution of 128 × 64 × 64 voxels. The domain
was divided along the x-axis into eight sections, each 16 voxels long, where each Volumetric tridimentional
unit (voxel) represents 0.0625 m (6.25 cm), so 16 voxels equals 1 meter. For the purposes of this work, we will
follow the approach made by Zhi-Hua Liu et al. (2010) [89].

As a result, taking as reference the largest test shape, the UV, the characteristic length L is 32 voxels (2
meters). Distances to the inlet wall and outlet wall were set to L and 2L, respectively, with L as the distance
to the lateral, top, and bottom walls. This ensures proper flow development, as explained in Section 5.2, and
aligns with the CFD baseline.

Cube Figure

Given that the shapes handled by our PINN architecture are simplifications or abstractions formed by
voxels, it is unable to accurately represent curves, angles, and surface contours without losing detail. As a
result, the PINN only allows us to work with low-resolution objects. Consequently, it becomes necessary to
focus on primitive structures composed entirely of cubes (voxels), where the figure with the highest fidelity in
its representation is the cube. For our work, the cube will serve as a benchmark to evaluate the convergence of
results, calculation speed, flow behavior, and hydrodynamic variables. Thus, if we take the side of our cube as
S = 1m for the CFD simulation, the side of the cube in our PINN architecture will be represented by S = 16
voxels, as can be seen in the Figure 4.5.

Flat plane

The magnitude of both pressure drag and friction drag depends on the geometry of the object and the flow
direction. For a flat plane with its wide side perpendicular to the flow, flow separation occurs easily due to the
blunt body shape. As a result, the pressure drag is large, while the friction drag is almost negligible, since the
shear stresses are not aligned with the drag direction. When the flat plane is oriented at 90 degrees to the flow,
the drag coefficient is not significantly affected by whether the flow is laminar or turbulent.

If the height of the flat plane is aligned with the flow, the pressure drag decreases, while the friction drag
increases. However, the drag coefficient decreases as the Reynolds number increases, although it begins to
rise again after the transition to turbulent flow. In our case, the dimensions of the flat plane for the PINN are
w, h, d = (16, 3, 16) voxels, and for the CFD simulation, the corresponding dimensions are w, h, d = (1, 0.1875, 1)
meters, as can be seen in the Figure 4.6.

Figure 4.5: Voxelized Cube. Figure 4.6: Voxelized Flat Plane.
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4.3.1 Complex Shape building

Although tools like Blender, free platforms such as VAMtools 1, or the algorithm proposed by Wandel et al.
(2020) for the architecture of our PINN [10] include methods for voxelizing complex figures in Standard Triangle
Language (STL), these tools often generate non-uniform voxel sizes or overly simplify the overall shape. This
makes their use in our PINN architecture impractical, as important features of the figure, such as curvatures,
are often lost.

For this reason, it is necessary to manually build the figures. A voxelized figure is built layer by layer, where
each layer contains information about the contour of the figure. Each layer is represented by a 2D binary matrix
[0,1], where zero indicates the absence of a voxel, and one indicates the presence of a voxel.

To construct these figures, a larger minimum diameter (i.e., a higher number of voxels for the smallest
curvature) enhances detail representation. Through experimentation, we determined that the minimum size
necessary to represent a discernible curvature with minimal detail is D = 5 voxels or 31.25 cm, as shown in
Figure 4.7.

Figure 4.7: Visualization of circumferences of D 3, 5, and 7 voxels respectively.

To assemble the shape of the UV, we implemented a digital art tool Pixelart 2, which allows for the visual-
ization of each layer of the figure. As explained earlier, the minimum diameter for a shape is D = 5 voxels. This
diameter is used as a reference to scale the model in the PINN, where 22 voxels are equivalent to 1 meter. This
creates a conversion ratio, as shown in Figure 4.8, which follows a similar shape configuration to the Sparrus II
torpedo-shaped UUV3.

Figure 4.8: UV voxelized layer, showing the front and top views respectively.

Note: The repository containing all voxelized shapes and scripts can be found at the link.4.

1https://vamtoolbox.readthedocs.io/en/latest/_docs/examples/voxelizestl.html
2https://www.pixilart.com
3https://iquarobotics.com/sparus-ii-auv
4https://github.com/YosefGuevara012/underwater_CFD_data/tree/master/training_files
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Sphere Figure

The importance of the sphere lies in its ability to allow us to compare consistent behaviors regarding the
drag coefficient CD. For a sphere, CD behaves linearly when the Reynolds number is less than one, meaning
that no flow separation occurs, and it is defined by:

CD =
24

Re
(77)

This behavior is described by Stokes’ law, which provides an analytical solution for spheres when Re < 1.
In this regime, the drag force FD is given by:

FD = 3πµV D (78)

Although it is not possible to generate a perfectly smooth surface using voxels, approximations of smooth
surfaces can be made if the figure is large enough to represent them adequately. In the case of a sphere, we
used the software 5, which allows the breakdown of each layer into voxels. The diameter of our sphere was set
at D = 16 voxels, equivalent to 1 meter.

Figure 4.9: Sphere of D = 16 voxels. Figure 4.10: Sphere of D = 1 m.

NACA 0018 Profile Shape

Although submarine fins (diving planes) are not required to generate lift or any other specific hydrodynamic
reason. In marine robotics, symmetrical hydrofoil profiles are commonly employed, likely due to their ease of
manufacture. The hydrofoil or transversal section of the fin are typically based in their airfoil counterparts.
In underwater vehicles, they are implemented to help the submarine move at different depths or maintain neutral
buoyancy. However, it is known that due to the reduction in pressure caused by the increase in velocity 2.4.1,
a phase change in the fluid can occur, leading to cavitation. This effect typically begins at the intersection
between the fin and the body of the vehicle [90].

Figure 4.11: Elements of a hydrofoil. Adapted from: [13].

For this work, a symmetric profile was chosen based on the NACA 0018 airfoil, with a chord length of 136,4
m or 22 voxels and a span of 1 meter or 16 voxels, to allow the curvature approximation. This choice was partly
motivated by previous experiments conducted on the same profile [91, 92]. The airfoil was designed using the
Airfoil Tools platform 6 and the Airfoil Tools add-on for Blender 7.

5https://www.plotz.co.uk/plotz-model.php?model=Sphere
6http://airfoiltools.com/airfoil/details?airfoil=naca0018-il
7https://github.com/Fritkot99/AirfoilToolsBeta
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Figure 4.12: NACA0018 side view. Figure 4.13: Voxelized NACA0018 side view.

Since the hydrofoil profile used is a NACA 0018 airfoil, the camber distance is equal to 18% of the chord
line. For a chord length of 22 voxels, this results in a camber distance of 3.96 voxels.

Torpedo-Shaped UV

Although the sphere is known for its optimal pressure and added mass distribution over a hull, the torpedo
shape is one of the most widely used hydrodynamic forms. This geometry is common in many types of UV,
such as torpedoes, gliders, UUV , Autonomous Underwater Vehicle (AUV), and submarines, due to its ability to
minimize drag and provide stability during movement through water. In our study, we utilize a torpedo shape
UV, with a hull diameter with the characteristics explained in Figure 4.14, to look closer to a glider structure
distribution.

Figure 4.14: Torpedo-Shaped UV measurements in (mm).

Figure 4.15: Torpedo-shaped UV. Figure 4.16: Voxelized torpedo-shaped UV.
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4.4 Training process and characteristics

The training process was conducted on both the pruned U-Net and U-Net architectures, following the
method described by Wandel et al. (2020) [10]. The model was trained for 1000 epochs with a batch size
of 10 and a learning rate of 0.0005, where the training pool assigns a unique, random viscosity (µ) and
density (ϱ) to each environment. A batch in compse of a series of environments and submerged objects, each
with its corresponding vector potentials (⃗a), pressure field (p), viscosity (µ) and densities (ϱ) . To balance
stability and accuracy during the simulation, we employed the IMEX (implicit-explicit) integration scheme.
This scheme is particularly suitable for stiff systems, where the implicit part is used for the stiff terms to
ensure stability, while the explicit part is applied to non-stiff terms to maintain computational efficiency. After
extracting features, the CNN output is mean-normalized to fix any drifting offsets in the vector potential a⃗ and
pressure p. This adjusted output is then added to the previous state to predict the fluid’s future state.

Figure 4.17: PINN methodology training cycle. Adapted from: [79].

The training dataset consisted of various shapes and fluid phenomena, generated in the methodology de-
scribed in Section 4.3. This included shapes such as a cube, a hydrofoil, a flat plane, and a torpedo-shaped
UV, all simulated in surge (x-direction) and heave (z-direction) relative to fluid motion. The dataset was
defined on a 128x64x64 grid, with viscosity (µ) and density (ϱ) values randomly sampled within the ranges
[0.01, 8] Pa · s and [0.1, 15] kg/m3, respectively, to simulate varying fluid dynamics. Each simulation averaged
5000 time steps, with a time step size dt = 4 representing the state of the system at a future time point or how
far forward in time the simulation progresses during one iteration. The general training cycle for the PINN is
illustrated in Figure 4.17.

The training process does not evaluate any specific convergence value, as no validation reference is provided
during training, besides the compound loss function L value, mentioned in 7.1. Consequently, no stopping cri-
terion is implemented, given the absence of an external indicator to halt training before completing all epochs.
In this setup, the model learns from its interaction with the training data, adjusting its parameters to minimize
the loss function.

Note: The repository containing all scripts for the PINN methodology can be found at the link.8.

8https://github.com/YosefGuevara012/Teaching_Incompressible_Fluid_Dynamics_to_3D_CNNs
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The CFD simulations serve as a proven reference for solving the incompressible Navier-Stokes equations under
various fluid conditions, providing a reliable numerical solution for building a valid baseline. The significant
computational costs of these simulations require careful strategies to balance accuracy and resource efficiency.
In this thesis, OpenFOAM was used to perform the CFD baseline simulations, as detailed in Section 5.1. The
fluid domain setup and boundary conditions, which ensure the proper development of the flow, are discussed in
Section 5.2. Lastly, the turbulence model used, essential for simulating more complex flow behaviors, is outlined
in Section 5.3.

5.1 Software and Tools for CFD Simulation

To compare the results of our PINN architectures, a baseline was built using CFD simulations in Open-
FOAM 8.01. OpenFOAM is a widely recognized tool in fluid dynamics simulations. We simulated multiple
scenarios under different fluid conditions, varying viscosity (µ) and density (ϱ), to model laminar, transitional
and turbulent flows using typical marine shapes, such as spheres, cubes, and torpedo shape UV, under a fixed
flow speed u .

To ensure consistency, both the PINN and CFD simulations were conducted with no-slip boundary condi-
tions on the object surfaces and fluid domain boundaries, simulating the hydrodynamic behaviors inside a fluid
domain constrained by barriers, similar to a wind tunnel. The geometries used were designed in Blender2

and exported in STL format. For this baseline, OpenFOAM and the Paraview 5.6.03 visualizer were used
on Ubuntu 20.044. The shapes used were generated in Blender and exported in the STL, which ensures
compatibility with various simulation environments.

Note: The repository containing all scripts for the CFD simulations be found at the link.5.

5.2 Mesh Building

5.2.1 Domain Size
The domain size in CFD simulations is especially important because it directly influences the accuracy of the

results. The domain must be large enough to allow the flow to stabilize and develop properly before reaching the
boundaries. The boundary effects may be altered if the domain is too small, leading to unwanted interactions
between the flow and the domain walls. This is particularly important in turbulent flows, where fluctuations
can extend beyond the immediate region around the object.

In this work, we adopt the approach of Zhi-Hua Liu et al. (2010) [89], similar to how we set up the PINN
domain. The characteristic length L for the torpedo-shaped UV is rounded to L = 2m, representing the max-
imum object length used in the simulations. The distance between the object and the inlet is L, while the
distance to the outlet is 2L, with the object placed L from the lateral and upper boundaries. As a result, the
fluid domain spans an area of 8× 4× 4m.

In OpenFOAM, the fluid domain size is generated using the blockMesh utility, which creates one or more
3D hexahedral blocks (in our case, cubes). The script was set to produce a maximum of 524,288 hexahedral
blocks, corresponding to a 128 × 64 × 64 grid. This grid is consistent with the PINN architecture, which has
the same number of voxels by default.

5.2.2 Surface Features
In CFD simulations, complex geometries are often simplified to speed up computational times, especially

during the early stages of prototyping. However, this should be done with caution, as important details of
the shape of the object that could be useful for flow analysis could be lost. In some cases, the symmetry of
the problem can be exploited to reduce the domain size, significantly decreasing the computational time and
resources required.

1https://openfoam.org/version/8/
2https://www.blender.org/
3https://www.paraview.org/download/
4https://ubuntu.com/
5https://github.com/YosefGuevara012/underwater_CFD_data/tree/master/OpenFoam8_CFD_simulations
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For purposes of this research, the object mesh structure is captured using the surfaceFeatures utility. The
command was set to identify features when the angle is less than 150◦. Although our objects do not have spaces
or holes on their surface, we have decided to maintain openEdges to allow flexibility in case of future needs
that require such characteristics.

5.2.3 Mesh Refinement
The snappyHexMesh utility was configured to maintain a minimal level of detail in certain object contours,

avoiding excessive subdivision around the object or within the fluid domain. A variable sub-grid was constructed
around the object. This sub-grid typically extends 0.5 meters in all directions, depending on the orientation of
the object. For example, the possible movement directions of a UV (Figure 5.1), such as longitudinal motion
(movement along the zb-axis) or surge motion (movement along the xb-axis), can influence the required mesh
refinement6. Each box in the sub-grid was divided just once to avoid excessive refinement, which could interfere
with comparisons between the simulations.

Figure 5.1: Degrees of Freedom (DOF) in an Underwater Vehicle UV. Adapted from: [38].

A result of the mesh building (domain size, surface features, mesh refinement) process is exemplified in the
Figure 5.2.

Figure 5.2: Cube Mesh representation for the CFD baseline.

6Note: In the case of an UV, the heave motion along the z-axis points from the bottom of the submarine towards the seabed.
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5.3 Turbulence Model

Although a DNS or Large Eddy Simulation (LES) can accurately determine variables such as lift and drag,
these methods are computationally expensive, even for small fluid domains. To reduce computational costs,
turbulence models are used as an alternative to solving the Navier-Stokes equations at all scales and times.
For purposes of building our CFD baseline, we will use the Reynolds Averaged Simulation (RAS) as a framework
of equations for turbulence models [93], applying specifically the k−ω SST model [94] for incompressible flows.

5.3.1 Reynolds-Averaged Simulation (RAS)

Also known as Reynolds-averaged Navier-Stokes (RANS), this framework resolves the average field variables,
avoiding resolving small fluid fluctuations, focusing on the broader characteristics of the flow. This approach
considers the same flow multiple times under the same arbitrary initial conditions, rather than considering an
average over a time interval [93].

Field Decomposition:

For that purpose, the flow speed U , is decomposed into an averaged field speed U and a field of fluctuations
U ′, according to the following expression:

U(t) = U + U ′(t). (79)

5.3.2 Momentum Conservation in RAS

For momentum conservation, the averaged equation takes the form:

∂ϱU

∂t
+∇ · (ϱUU) = −∇p+∇ · (τ + τ ′), (80)

where τ ′ represents the Reynolds stresses, which are crucial for capturing the effects of turbulences within
the simulation.

Reynolds Stresses:

Derived from velocity fluctuations, and represents the effects of turbulence in RAS. These stresses are
defined as:

τ ′ = −ϱU ′U ′, (81)

These stresses model the momentum and energy transfer caused by turbulences. Without a model for them,
the averaged flow equations would be incomplete and unsolvable.

5.3.3 The k− ω SST Turbulence

In this research, this specific approach under the RAS Framework of equations 80. This model introduces
transport equations for turbulent kinetic energy (k) [m2/s2] and the turbulence dissipation rate (ϵ) [m2/s3],
under a specific turbulence dissipation rate ω [1/frequency], allowing us to solve for the eddy viscosity µT and
Cµ is a constant equal to 0.09 [93, 95].

ω =
ϵ

Cµk
(82)

Transport Equation for k:

The transport equation for turbulent kinetic energy is given by:

∂(ϱk)

∂t
+∇ · (ϱUk) = ∇ ·

((
µ+

µt

σk

)
∇k

)
+ Pk − ϱε (83)

where Pk represents the production of turbulent kinetic energy, and ϵ is the dissipation rate of k.
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Transport Equation for ω:

The transport equation for ϵ is defined as:

∂(ϱω)

∂t
+∇ · (ϱUω) = ∇ ·

((
µ+

µt

σω

)
∇ω

)
+ γ

Pk

νt
− βϱω2 (84)

where β is an empirical coefficient that varies depending on the specific k − ω model used.

Figure 5.3: The k − ω SST model blending region between the k − ϵ and k − ω turbulence models.
Adapted from: [95].

In this model, the transport equation for ϵ includes an additional term:

+2
ϱσω2

ω
∇k : ∇ω (85)

The k − ϵ model tends to perform well in the free-stream region, while the k − ω model performs better
in the boundary layer region close to the wall. Because this model blends k − ϵ and k − ω approaches, this
additional term is introduced. By multiplying this by (1−F1), we can smoothly blend between k−ω and k− ϵ
models:

2(1− F1)
ϱω2

ω
∇k : ∇ω (86)

Figure 5.4: The blending function F1. Adapted from:[95].

F1 = 0, the model is k− ϵ, Away from the wall
F1 = 1, the model is k− ω, near the wall

For our work, the values are set as k = 0.24 (kinetic energy) and ω = 1.78(specific turbulence dissipation
rate), which are typical values for low viscosity fluids such water [95].
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5.3.4 The SIMPLE Algorithm
In the thesis, we applied the Semi-Implicit Method for Pressure Linked Equations (SIMPLE) algorithm

decouples the pressure and velocity fields and solves them iteratively [96, 97, 93] towards a converged solution
for the k − ω SST turbulence. This algorithm is primarily used in steady flow simulations, where the flow
variables do not change with time.

It operates as an iterative sequence, where each step i involves constructing a matrix equation for the en-
ergy equation, which is then relaxed, which involves adjusting the values by applying a factor α to stabilize
convergence and control the influence of each iteration. After relaxation, the temperature T is solved. The
temperature equation is updated based on the equation of state, and then a new equation is constructed, which
includes all terms of the momentum equation except the pressure gradient [97, 93].

The steps of the algorithm are detailed below:

Algorithm 1 Solving system for p, u, ϕf , T

Note: Algorithm image taken from the book Notes on Computational Fluid Dynamics: General Principles [93].

Note: The SIMPLE algorithm is suitable for representing incompressible Newtonian fluids in a steady state.
However, rather than solving the thermal energy equation, the model captures turbulence effects through the
energy and dissipation factors represented by k and ω, respectively. In this work, as previously discussed in 2.4.4,
thermal effects are neglected due to the incompressible and isothermal characteristics of the fluids considered.
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The relationship between the velocity vector v⃗ and the pressure distribution P has a fundamental role in
the analysis of hydrodynamic forces acting on submerged bodies in a fluid, they are essential for understanding
the behavior of marine vehicles. These forces determine the stability, efficiency, and maneuverability of objects
in fluid environments, and their calculation is crucial for optimizing the design, control, and operation of any UV.

In this section, we describe the methods and procedures to calculate the used to evaluation patterns and
hydrodynamic variables to compare the results of our simulations. This description will help us to characterize
the fluid behavior and effects of a fully submerged object in a Newtonian incompressible isothermal fluid within
a confined environment that replicates typical conditions found in wind tunnel experiments under different fluid
conditions, section 6.1. The major hydrodynamic variables: the Fluid velocity field, pressure distribution,
drag force, lift force, and vorticity, in sections (6.2,6.2,6.3.2,6.3.3,6.4) respectively. Finally, the last section
6.5 shows the calculation of these variables on CFD and PINN simulations using Paraview software.

6.1 Fluid Simulation Conditions

Since the units in the PINN are based on voxels, the parameters from the CFD simulations were adjusted
accordingly. In this case, 1 meter corresponds to 16 voxels, meaning that 1 voxel represents 6.25 cm. Under
this assumption, the initial velocity field will be U = 1 m/s and the initial pressure will be 0 Pa.

One of the key aspects in fluid dynamics is the transition between laminar and turbulent flow. Laminar
flow is characterized by smooth, orderly fluid motion, while turbulent flow exhibits chaotic and disordered fluc-
tuations. The primary criterion for determining this transition is the Reynolds number, as discussed in 2.3.4,
specific for the PINN based methodology, which varies based on changes in viscosity and density to simulate
different flow regimes under specific fluid conditions.

Variable Symbol Reynolds Number (Re)
Laminar: 0.64 Transitional: 80 Turbulent: 800

Dynamic Viscosity µ (Pa · s) 5 0.2 1
Density ϱ (kg/m3) 0.2 1 0.5

Kinematic Viscosity ν (m2) 25 0.2 0.02
Characteristic Length L (m) 16 Voxel 16 Voxel 16 Voxel

Table 6.1: Fluid variable values for different Reynolds numbers.

6.2 Flow Patterns and Fluid Velocity Field

Flow velocity describes how the fluid moves at different points within the simulation domain. This vari-
able is important for analyzing transitions between flow regimes, such as laminar and turbulent flow, and for
detecting flow separation around submerged bodies. Flow separation occurs when the boundary layer of fluid
around an object loses adhesion to its surface, creating a low-pressure recirculation zone, typically in the ob-
ject’s wake. This phenomenon often occurs at high angles of attack or with objects that have abrupt geometries.

Tracing streamlines in the flow helps to reveal whether the flow remains attached to an object’s surface.
When streamlines closely follow the shape of the body (Figure 6.1 (a)), the flow is attached. If the streamlines
deviate from the surface (Figure 6.1 (b)), the flow is detached or separated, often leading to an unsteady wake
and turbulence.

Figure 6.1: (a) Attached flow over a streamlined UV and (b) flow separation behind a modified UV.
Adapted from: [98].
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Analyzing local vorticity and flow separation, it is essential to understand the velocity distribution through-
out the fluid domain. Streamlines are useful for visualizing fluid trajectories and the magnitude of velocity along
these paths. In our simulations, streamlines were calculated to assess both the flow velocity magnitude and di-
rection at various points. This analysis helps identify high-velocity areas, which increase drag, and low-velocity
areas, which may indicate flow separation or recirculation zones.

Stagnation and Circulation

At the stagnation point, the fluid decelerates completely, causing an increase in static pressure. Streamlines
converge, and velocity decreases significantly, resulting in high pressure. The pressure difference between the
leading and trailing edges creates circulation around the profile, which is crucial for lift generation.

Figure 6.2: Boundary layer and wake development on a typical airfoil, shown by the u(n) velocity profiles.
Adapted from: [99].

Fluid Flow and Pressure Distribution

To assess the impact of fluid flow on an object’s body, pressure distribution graphs on the upper and lower
surfaces are helpful. These graphs illustrate how pressure varies along the profile, particularly around the wing
surface. By visualizing the pressure distribution, we can evaluate lift by identifying regions of high and low
pressure and understanding their influence on the lift generated by the profile at various angles of attack.

Figure 6.3: Streamlines near an airfoil and the resulting pressure distribution. Adapted from: [11].
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6.3 Pressure Field and Near-Field hydrodynamic forces

As the fluid flows along the surface of an object, it generates a pressure distribution across the body, resulting
in a Near-Field hydrodynamic forces that can be decomposed into two main components, the Pressure Force
and Friction Force,

F = Fpressure + Ffriction (87)

Fpressure ≡
∫∫
−pwn̂ dS =

∫∫
(p∞ − pw)n̂ dS (88)

Ffriction ≡
∫∫

τw dS, τw = τ⃗w · n̂ (89)

Where pw is the pressure strees and τw represent the viscous stress vector acting on a surface element dS,
with unit normal n̂. The substitution of −pw with p∞ − pw in the second pressure integral is justified because
the uniform pressure p∞ does not exert a net force on the body [99]. This follows from the identity.

∫∫
n̂dS = 0 (90)

The Friction Drag (τω) consists of tangential forces caused by the viscosity of the fluid. It is most relevant
for streamlined objects, where the fluid stays attached to the surface for a longer duration. Pressure strees (pw),
on the other hand, arises from pressure differences acting perpendicular to the surface of the object.

This is especially significant for blunt bodies, where flow separation creates a low-pressure region behind the
object, as shown in Figure 6.4. The pressure difference between the front and rear generates a net drag force,
which increases as the separation region grows, leading to phenomena such as vortex shedding.

6.3.1 Pressure Field distribution visualization

One way to visualize this distribution is using contour plots that show lines of constant values for a property.
These lines can represent pressure, velocity, and other flow properties. Contour plots help identify areas of high
or low values quickly. They can either display simple contour lines or be filled to highlight different levels more
clearly [15].

Figure 6.4: Pressure contour distribution around a sphere.
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6.3.2 Drag Force
The drag force is the component of the force exerted by the fluid that acts in the same direction as the flow.

This force opposes the movement of a vehicle and is therefore used to determine power or speed requirements.
Lower drag reduces energy consumption and improves the operational efficiency of the vehicle. When the x-axis
is aligned with the freestream, U∞ = U∞x̂, the streamwise drag force component is then FD = F · x̂, which has
pressure and friction contributions [99].

FD = F · x̂ = Dpressure +Dfriction (91)

Dpressure ≡
∫∫

(p∞ − pw) n̂ · x̂dS (92)

Dfriction ≡
∫∫

τw · x̂dS (93)

The pressure gradient influences this behavior, when the gradient is favorable ∂p
∂x < 0, the pressure decreases

in the flow direction, allowing the fluid to remain attached to the object, reducing flow separation. In contrast,
when the pressure gradient is increase ∂p

∂x > 0, the pressure increases in the flow direction, promoting flow
separation and increasing drag

6.3.3 Lift Force
The lift force is the aerodynamic component that acts perpendicular to the direction of the flow. This force is

crucial in applications where control and stability depend on the object’s ability to stay suspended or balanced
within a fluid, as is the case with airfoils and stabilizing fins in underwater vehicles.

The viscous stress contribution to lift and side force is generally negligible, especially at high Reynolds
numbers, where pressure forces dominate. In this context, the transverse-horizontal component of force is
referred to as the side force Y , while the transverse-vertical component is known as the lift FL [99].

FY = F · ŷ ≃ (p∞ − pw) n̂ · ŷ dS (94)
FL = F · ẑ ≃ (p∞ − pw) n̂ · ẑ dS (95)

(96)

In the subsequent analysis, viscous stress contributions to Y and L will be neglected, as they are typically
insignificant compared to pressure forces at high Reynolds numbers.

Figure 6.5: Surface pressure and viscous stress forces decomposed into drag and lift components.
Adapted from: [99]
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6.4 Vorticity

Vortices are flow structures where the fluid rotates around a central axis, commonly found in turbulent flows
or around objects that generate lift, such as wings and fins. Vortices can form due to flow separation, changes
in velocity, or the geometry of the object in the flow. This section analyzes eddies, the Kármán effect, and
induced drag at the tips of hydrofoil profiles.

6.4.1 Rate of rotation (angular velocity)

One of the easiest ways to describe a continuous movement of fluid is through rates of change. In the case of
vortices, or points where the flow rotates around a point, it is described by the rotational rate, which is related
to the angular velocity ω⃗. The Angular velocity at a point is defined as the average rotation rate of two
initially perpendicular lines that intersect at that point [12, 15].

ω⃗ =
1

2

(
∂w

∂y
− ∂v

∂z

)
i+

(
∂u

∂z
− ∂w

∂x

)
j+

(
∂v

∂x
− ∂u

∂y

)
k (97)

Thus, the angular velocity is half of the vorticity vector ζ⃗, which we will discuss in the following subsec-
tion. The relation between angular velocity and vorticity is given by:

ω⃗ =
1

2
∇× v⃗ =

1

2
ζ⃗ (98)

6.4.2 Vorticity Vector

The formation of vortices depends on various factors, including changes in fluid velocity, pressure gradients,
and the presence of boundaries [13].One way to understand vortices is by deriving them from the Navier-Stokes
equations. However, in the context of vorticity, these equations are simplified to exclude pressure and gravita-
tional forces, focusing only on velocity [12]. We can define the vorticity vector as:

ζ⃗ = ∇× v⃗ = curl(v⃗) (99)

In Cartesian coordinates, the vorticity vector ζ⃗ is expressed as:

ζ⃗ =

(
∂w

∂y
− ∂v

∂z

)
i+

(
∂u

∂z
− ∂w

∂x

)
j+

(
∂v

∂x
− ∂u

∂y

)
k (100)

6.4.3 Vorticity Equation

The vorticity equation is derived by taking the curl of the Navier-Stokes equations. It describes how the
vorticity vector evolves within the flow over time, influenced by the velocity field, viscosity, and external forces.
The general form of the vorticity equation is given by:

Dζ⃗

Dt
= (ζ⃗ · ∇)v⃗ + ν∇2ζ⃗ (101)

In Cartesian coordinates, the vorticity equation can be expressed as three scalar equations for the x, y, and
z components of vorticity.

Dζx
Dt

= ζx
∂u

∂x
+ ζy

∂u

∂y
+ ζz

∂u

∂z
+ ν

(
∂2ζx
∂x2

+
∂2ζx
∂y2

+
∂2ζx
∂z2

)
,

Dζy
Dt

= ζx
∂v

∂x
+ ζy

∂v

∂y
+ ζz

∂v

∂z
+ ν

(
∂2ζy
∂x2

+
∂2ζy
∂y2

+
∂2ζy
∂z2

)
,

Dζz
Dt

= ζx
∂w

∂x
+ ζy

∂w

∂y
+ ζz

∂w

∂z
+ ν

(
∂2ζz
∂x2

+
∂2ζz
∂y2

+
∂2ζz
∂z2

)
.
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6.4.4 Vortices and Flow Separation in Submerged Objects
When an object is submerged in a moving fluid, various forces arise due to the interactions between the fluid

and the object. In blunt bodies, like a sphere, pressure drag is the dominant component. This is largely due to
flow separation. As the fluid flows around the object, it initially accelerates, leading to a decrease in pressure,
a phenomenon known as a favorable pressure gradient. However, at a certain point, the fluid begins to
decelerate, resulting in a pressure increase, known as an adverse pressure gradient. This adverse gradient
can cause the flow to detach from the surface of the object, leading to flow separation.

Figure 6.6: Effect of Pressure Gradient on Boundary Layer: The varying pressure distribution (a) leads to a
transition to turbulent flow (b), with corresponding changes in skin friction (c). Adapted from: [14].

Flow separation creates a low-pressure region behind the object, called the separation zone, which
results in a significant drag force. Additionally, this separation can lead to vortex shedding, where swirling
vortices are formed behind the object, causing instability and, in some cases, unwanted vibrations in structures.
These vortices form a periodic shedding pattern known as a von Kármán vortex street.

Figure 6.7: Vortex Shedding and fluid separation.
(A) detaching point laminar flow, (B) detaching point Turbulent flow. Adapted from: [12].
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In turbulent flows, vortex shedding is accompanied by the creation of a hierarchy of eddies at different
scales. Large eddies generate smaller ones, in a process described by Kolmogorov’s hypothesis. This cascade
of energy from large to small scales is a fundamental feature of turbulent flows, and it plays a crucial role in
mixing and diffusion within the fluid, influencing the overall behavior of the flow.

Figure 6.8: Eddies in a cascading mixing process. Adapted from: [11].

The vortex phenomena modelling and understanding is widely used in optimizing performance in appli-
cations like aircraft design, submarine design, weather prediction, and improving industrial processes such as
chemical reactions and energy production.

6.4.5 Trailing Vortices
This type of vortex, also known as a wingtip vortex, and they are of specially interest in aerospace engineer-

ing, is formed due to the difference in static pressure between the upper and lower surfaces of the wing, as a
result of the downward flow (downwashing) and upward flow (upwashing) of the fluid. This difference causes
the fluid flow to curl around the tips of the fins, resulting in the formation of vortices, generating a type of drag
known as induced drag. Under the influence of viscosity and turbulence, the trailing vortex is usually strongly
rolled up within 2 to 3 chord lengths behind the wing. However, the induced velocity decreases inversely with
distance from the vortex, so at about half the wingspan away, its effects diminish significantly.

Figure 6.9: Trailing Vortices with Associated Downwash and Upwash Patterns. Adapted from: [13].
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6.5 Hydrodynamics and Variable Calculations in ParaView

This section covers the velocity vector Field, pressure distribution, drag force, lift force, and
vorticity, in sections (6.2,6.2,6.3.2,6.3.3,6.4), respectively and their calculations in Paraview. From the .foam
or .vti files for CFD or PINN simulations. Both CFD and PINN simulations share similar steps, requiring to
progress to the final simulation step via the time parameter. For visualization, CFD uses the imported object,
while PINN algorithms specify object setup. Example implementations are available as .pvsm files at 1.

6.5.1 Fluid Velocity Field U⃗ algorithm in Paraview
The visualization of the flow lines of the Velocity Vector Field, are the most basic representation of the

behavior of the fluid around the objects immersed in it because as seen previously in the section 6.2, they offer
a quick way to reflect the magnitude of the velocity, the formation of vortices, the boundary, and the separation
layer among others, for this the Algorithm 2 was implemented.

Algorithm 2 Visualization of Streamlines for the Fluid Velocity Field U⃗ in Paraview
Require: Boundary.vti, V elocity.vti ▷ Required only for PINN simulations
Require: Simulation.foam ▷ Required only for CFD simulations
1: procedure ExtractBoundary(Boundary.vti) ▷ Only for PINN simulations
2: Compute the boundary contour from Boundary.vti using Contour
3: Apply a box clip to refine the computed boundary contour using Clip
4: end procedure
5: procedure GenerateStreamLines(velocity.vti or Simulation.foam)
6: Generate StremaLines using Stream Tracer
7: Set line parameters (point 1 and point 2) from computed StreamTracer
8: Set resolution from computed StreamTracer
9: Set coloring as velocity and magnitude from computed StreamTracer

10: Add directional arrows to computed StreamTracer using Glyph
11: Set Orientation and Scale as Velocity from computed Glyph
12: Set scale factor from computed Glyph
13: Set maximum number of samples from computed Glyph
14: end procedure

6.5.2 Pressure Field Distribution p algorithm in Paraview
On the other hand, the pressure visualization allows seeing the effects of the fluid on the fluid domain and

on the object immersed in it, especially the areas where the pressure exerts a greater influence. The result of
this is the appearance of the Near-Field hydrodynamic forces that are evidenced in the section 6.2 and that can
be visualized using the algorithm 3.

Algorithm 3 Visualization of Pressure Field Distribution p in Paraview
Require: Boundary.vti, Pressure.vti ▷ Required only for PINN simulations
Require: Simulation.foam ▷ Required only for CFD simulations
1: procedure ExtractBoundary(Boundary.vti) ▷ Only for PINN simulations
2: Compute the boundary contour from Boundary.vti using Contour
3: Apply a box clip to refine the computed boundary contour using Clip
4: end procedure
5: procedure GeneratePressureDistributionContour(Pressure.vti or Simulation.foam)
6: Apply a plane clip to the Pressure.vti using Clip
7: to Adjust the origin and normal vectors of the computed plane.
8: Extract feature edges for contour visualization using Contour
9: Configure contour range and resolution (step size) from the computed Contour

10: Set solid coloring and select a suitable color from the computed Contour
11: Customize the background for better visibility from the Load a color palette option in the task bar
12: end procedure

1https://github.com/YosefGuevara012/underwater_CFD_data/tree/master/Variable_Calculations_files
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6.5.3 Drag Force (FD) and Lift Force (FL) algorithm in Paraview
Drag force and lift force are two of the variables that act directly on the body of the submerged object as a

result of the behavior of the pressure and velocity of the surrounding flow. Drag is fundamental to determining
the power required to propel a submerged object in the fluid, while lift, although not fundamental to marine
robotics, is a force that can influence the stability and control of a vehicle in water. For them, the Algorithm 4
provides a basic framework for calculating these forces.

Algorithm 4 Calculation of Drag Force (FD) and Lift Force (FL) in Paraview

Require: Boundary.vti, Pressure.vti ▷ Required only for PINN-based simulations
Require: Simulation.foam ▷ Required only for CFD-based simulations
1: procedure ExtractAttributes(Boundary.vti, Pressure.vti) ▷ Only for PINN simulations
2: Append attributes from Boundary.vti and Pressure.vti using AppendAttributes
3: Compute the boundary contour based on the appended attributes using Contour
4: Apply a box clip to refine the computed boundary contour using Clip
5: end procedure
6: procedure ExtractObjectMesh(Simulation.foam) ▷ Only for CFD simulations
7: Select only object mesh from the Mesh Region in the Simulation.foam file.
8: end procedure
9: procedure ComputeDragAndLift(AppendedAttributes or Simulation.foam)

10: Extract surfaces from the appended attributes using ExtractSurfaces
11: Generate surface normals from the extracted surfaces using GenerateSurfaceNormals

▷ Note: Normal components (X, Y, Z) depend on object orientation in the simulation
12: Compute FD (Drag Force) as the product of pressure and surface normals
13: Compute FL (Lift Force) as the product of pressure and surface normals
14: Integrate FD and FL over the surface to derive total drag and lift forces using IntegrateVariables
15: end procedure

6.5.4 Calculation of Vorticity vector ζ⃗ algorithm in Paraview
Vortices are one of the major objects of interest in this work. Currently, no simulator as of the date of

writing of this paper (Nov. 2024), no simulator can replicate and implement their effects. Vortices are the
rotation about a point as a result of velocity changes, given the shape of the object in different fluid regimes.
In the CFD simulations used in this work, it is sufficient to apply the Algorithm 2, and apply coloring for the
visualization of vorticity and spredsheetview for the values of these phenomena at each point. However, for
PINN simulations, it is necessary to use the Algorithm 5.

Algorithm 5 Calculation of Vorticity vector ζ⃗ in Paraview
Require: Boundary.vti, V elocity.vti ▷ Required only for PINN simulations
Require: Simulation.foam ▷ Required only for CFD simulations
1: procedure ExtractBoundary(Boundary.vti) ▷ Only for PINN simulations
2: Compute the boundary contour from Boundary.vti using Contour
3: Apply a box clip to refine the computed boundary contour using Clip
4: end procedure
5: procedure CalculateVoricityAndRotation(velocity.vti or Simulation.foam)
6: Generate a slice using (Slice)
7: Set plane Origin and normals from computed Slice
8: Compute the Vorticity using Gradient of Unstructured DataSet
9: Display vorticity from computed Vorticity.

10: Set coloring as velocity and magnitude from computed StreamTracer
11: Add directional arrows to computed StreamTracer using Glyph
12: Set Orientation and Scale as Velocity from computed Glyph
13: Set scale factor from computed Glyph
14: Set maximum number of samples from computed Glyph
15: end procedure
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This chapter provides a detailed analysis and comparison of simulation results, focusing on hydrodynamic
phenomena and forces calculation using the PINN architectures (4.2) and comparing these results against each
other and the CFD baseline. The first section (7.1) examines the training performance of Pruned-UNet and
U-Net, focusing on convergence and loss patterns. The second section (7.2) evaluates fluid convergence and
stabilization during simulation across both PINN architectures and CFD. Sections three and four (7.3, 7.4)
compare flow patterns and pressure distribution for various geometries, including spheres, flat plates, and NACA
0018 profiles. Section five (7.5) analyzes lift and drag under different flow conditions, while section six (7.6)
focuses on vortex formation. The seventh and eighth sections (7.7, 7.8) discuss computational time analysis and
boundary condition challenges. Section nine (7.9) examines fluid simulations over a torpedo-shaped UV. And
Section ten (7.10) the summary of the findings.

7.1 Training Results Comparison

As shown in Figures 7.1 and 7.2, corresponding to the Pruned-UNet and U-Net architectures, the Com-
pound Loss Function L defined in Equation (76) generally decreases over time. Training was conducted on an
NVIDIA A100 80GB GPU (CUDA) and took approximately 4 weeks per architecture, without a stopping
criteria.

Figure 7.1: Pruned-UNet training Loss Evolution. Figure 7.2: U-Net training Loss Evolution.

Both models display notable spikes in the Compound Loss L during training, which originate from nonlinear
terms in the Navier-Stokes equations, advection, diffusion, pressure gradients, and velocity-pressure interac-
tions—compounded by boundary conditions. The Adam optimizer struggles to achieve a path due to these
complexities. As training progresses, sharp directional changes in the optimizer appear from mini-batch samples
of varied object shapes, leading to oscillations.

Additional sources of these spikes include surface discontinuities, strong velocity gradients at boundaries,
and interactions like flow separation and vortex shedding. These challenges make it difficult for both networks
to balance constraints, such as boundary conditions, incompressibility, and momentum equations. After 200,000
steps, both models stabilize, though fluctuations persist with diminishing intensity. The full U-Net achieves
a lower Compound Loss, indicating that its additional parameters better capture complex fluid patterns. By
600,000 steps, loss values converge, as presented in Table 7.1.

Architecture Converged Compound Loss Range
Pruned U-Net -6.5 to -7.0

Full U-Net -7.5 to -8.0

Table 7.1: Converged Loss Ranges of Pruned and U-Net Architectures.
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Given this behavior, the training results were smoothed to improve interpretability using the Algorithm 6.
Although some spikes still present.

Algorithm 6 Exponential Moving Average Data Smoothing
Require: Data Array
Ensure: weight ≥ 0.60
smoothed← [] ▷ Initialize the smoothed data array
last← data[0] ▷ Set the initial value to the first data point
for each point ∈ data do

smoothed_val← last× weight+ (1− weight)× point
Append smoothed_val to smoothed
last← smoothed_val

end for
return smoothed

The following figures show the behavior of the remaining mean loss function evolution for the two architec-
tures and the compound loss function, after being processed by the Exponential Smoothing (Algorithm 6), each
with its corresponding scale differentiated by colors.

Figure 7.3: Pruned-UNet Architecture Loss Evolution. Figure 7.4: U-Net Architecture Loss Evolution.

The Smoothed Mean of the logarithmic loss bound (orange line) and Smoothed Mean of the
logarithmic loss nav (green line) exhibit similar trends, indicating that both models converge to satisfy
values close to the physical constraints of boundary conditions and the Navier-Stokes momentum equations.

Despite the large spikes due to the initial conditions, the smoothed loss bound for both architectures quickly
approaches zero. In the U-Net, this loss starts with a significant spike early in training but decreases to nearly
zero before the 200,000-step mark. Slight spikes appear between 300,000 and 700,000 steps, with spikes reaching
around 0.25 before stabilizing. These fluctuations suggest problems in satisfying boundary conditions during
training. The smoothed loss nav square follows a similar trend, reaching near-zero after initial spikes, particu-
larly for the U-Net around 50,000 steps.

Overall, the Pruned U-Net maintains performance comparable to the full U-Net despite its simpler archi-
tecture. The pruned U-Net demonstrates similar performance reducing the lost function without significant
differences, indicating that the pruning process successfully reduces model complexity without compromising
convergence quality. Both models suggested stable solutions to boundary conditions and the Navier-Stokes
equations. This suggests a physical behavior of the fluid approximation.
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7.2 Convergence and Minimum valuesEvaluation

Focusing on the convergence values during the simulation, we use a cube with side length S = 1m (or
16 voxels) as a benchmark, as was mentioned previously (Section 6.1). Based on that, we set up a dynamic
viscosity µ = 0.1Ns/m2, and density ϱ = 5Kg/m3, with a flow velocity of v⃗ = 1m/s. Where the Reynolds
Number Re=800 used in [10] which corresponds to a turbulent flow regime. Using absolute divergence as
the metric (blue line), Figures 7.5 and 7.6 show that Pruned-UNet and U-Net architectures reaches a minimum
in approximately 500 and 400 iterations, respectively.

Figure 7.5: Pruned-UNet Convergence Evolution. Figure 7.6: UNet Convergence Evolution.

The absolute divergence values are 0.0034 for the Pruned U-Net and 0.0036 for the U-Net, with both models
showing almost identical divergence values despite the simpler architecture of the Pruned U-Net. This small
divergence value suggested that both models are capable of fulfilling the incompressibility conditions. The
remaining metrics for both architectures stabilized around 200 iterations, as shown in Table 7.2.

AbsoluteDivergence Divergence2 Ld Lp
Pruned-UNet 0.0034 3.50342e-05 0.00079 0.00045
UNet 0.0036 3.60375e-05 0.00083 0.00039

Table 7.2: Comparison of Pruned and U-Net Simulation Convergence.

Comparing this minimum value with the CFD simulation results for the cube, where the same flow velocity
and kinematic viscosity were used, we observe that the k−ωSST model with the SIMPLE Algorithm 1 converges
to a Drag coefficient Cd of 1.3993×10−2 after approximately 500 iterations, which takes around 10–30 minutes,
per shape. The logarithm of this value was used for visualization in Figure 7.7.

Figure 7.7: Logarithm of the Drag coefficient over iterations.
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7.3 Comparison of Flow Patterns

Now, we will focus on the results of the flow comparison using streamlines. The analysis is based on three
objects: a sphere, a flat plane, and our simplified voxelized hydrofoil profile based on the NACA0018. The
aspects of the comparison include the stagnation point, the fluid field development and the boundary layer for
each shape.

7.3.1 Sphere
For a sphere with a diameter D = 1m or (16 voxels), submerged in a laminar flow regime with a dynamic

viscosity µ = 5Ns/m2, density ϱ = 0.2 kg/m3, and velocity vector field U = 1m/s, we obtain a Reynolds number
Re = 0.64 referencing [10]. As expected with Re < 1 from the theory, no fluid separation is observed [100]. When
comparing the Pruned-UNet to the U-NET, the Pruned-UNet shows a greater reduction in velocity field in the
laminar wake. The flow in the Pruned-UNet recovers the initial velocity after 70 voxels (4.4 meters) Figure 7.8,
compared to 30 voxels (1.8 meters) in the U-NET Figure 7.9. This suggests that the Pruned-UNET introduces
more numerical dissipation, which may reduce the accuracy in regions requiring detailed flow structure.

Figure 7.8: Pruned UNet: streamlines laminar flow. Figure 7.9: U-Net: streamlines laminar flow.

On the other hand, the behavior of the fluid changes in a turbulent flow regime with µ = 1Ns/m2,
ϱ = 0.02 kg/m3 and the velocity vector field U = 1m/s, referencing [10]. As expected, in both cases, vor-
tex formation is observed due to the appearance of a separation region. The vortices are larger for the U-Net
Figure 7.11 than for the Pruned-UNet Figure 7.10. In the Pruned-UNet case, the flow separation occurs around
75◦, which is close to the expected behavior in laminar flows for Re>1, where separation typically occurs at
around 80◦ [100].

In contrast, for the U-NET, the separation occurs between 90◦ and 120◦, which is closer to theoretical
predictions for turbulent flows, where the separation occurs at 130◦ [100]. However, it is important to note that,
although the simplified shape of our sphere in the PINN acts like a rough surface, the separation region is not
further delayed as expected [100]. This suggests that the PINN is unable to represent the behavior that would
occur on rough surfaces, where separation typically occurs at higher degrees, to reduce the separation region.

Figure 7.10: Pruned UNet: streamlines Turbulent flow. Figure 7.11: U-Net: streamlines Turbulent flow.
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For both architectures and flow regimes, the fluid velocity approaches zero near the surface of the sphere
and the domain walls, satisfying the Dirichlet boundary conditions, where the flow near the wall adopts the
surface velocity [86]. The Pruned-UNet reduced vortices indicates that it may struggle to capture the finer scale
turbulent structures, leading to smoother, less chaotic flow compared to the U-Net.

On the other hand, under the same fluid conditions, the CFD simulation does not exhibit the distinct
laminar and turbulent behavior as seen in the PINN simulations for Re = 0.64 or Re = 800 as referenced in
[10]. Instead, both scenarios in the CFD simulation behave similarly, remaining in a laminar regime, as shown
in Figure 7.12. This suggests that the PINN simulation is more sensitive to generating a turbulent flow regime
under the same fluid conditions. To achieve turbulent behavior in the CFD simulation, the velocity must be
increased, as shown in Figure 7.13, where the velocity was raised to 16 m/s for the same values of density and
viscosity.

Figure 7.12: CFD: Laminar flow regime. Figure 7.13: CFD: Turbulent flow regime.

7.3.2 Curl Analysis.
By examining the same simulations from an isometric perspective, we observe that even in the laminar

regime, where Re = 0.64, the fluid is not curl-free (∇ × (∇q) = 0) and exhibits rotational behavior. The
Pruned-UNet shows a larger curl compared to the U-Net, which is significantly smaller or negligible curl in
Figure 7.15. As previously mentioned, this explains one of the reasons why the velocity magnitude in the wake
region behind the sphere is lower in the Pruned-UNet than in the U-Net.

The larger curl in the Pruned-UNet indicates stronger rotational motion with a maximum rotation of
0.672 rad/s over the mid-part of the sphere (Figure 7.14), which contributes to greater energy dissipation
and a slower recovery of the flow velocity. The Pruned-UNet appears to be more sensitive to the fluid interac-
tion with the walls, likely due to the simpler architecture increasing the numerical dissipation, which amplifies
the effects of boundary conditions.

Figure 7.14: Pruned-UNet: Curl in a Laminar flow. Figure 7.15: U-Net: Curl in a Laminar flow.
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If we focus on the turbulent regime Re= 800 referencing 6.1, we can see that the curl decreases for the
Pruned U-Net with a maximum rotation of 0.0131 rad/s over the z-axis (Figure 7.16), while for the U-Net
7.17, the curl behaves similarly in both flow regimes, if we do not consider the appearance of vortices in the
turbulent regime. In contrast, a curl-free behavior appears in the laminar regime and the turbulent regime, on
CFD simulations on the parallel streamlines.

Figure 7.16: Pruned-UNet: Curl in a Turbulent flow. Figure 7.17: U-Net: Curl in a Turbulent flow.

7.3.3 Flat plate
For blunt bodies like the flat plane at 90◦ (Heave orientation) as shown in Figure 7.18, the flow easily

separates, creating a wide separation region described as turbulence with Re = 800, as referenced in 6.1. These
turbulences are more evident in the simulation using the U-Net architecture, as shown in Figure 7.19.

Figure 7.18: Pruned-UNet: Flat Plane at 90◦. Figure 7.19: U-Net: Flat Plane at 90◦.

Analyzing the velocity behavior along the x-axis for the flat plane aligned with the flow direction (Surge
oriented) at 0◦, the U-Net simulation with Re = 800 shows a well-defined velocity gradient, consistent with
theory [12, 14, 15]. As seen in Figure 7.20, the velocity progressively decreases as it approaches the object’s
surface along the z-axis, reflecting boundary layer development (Figure 7.21).

Figure 7.20: UNet: Flat Plane at 0◦. Figure 7.21: Velocity gradient for a Flat Plane.
Re = 800, according to [10].
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7.4 Pressure Field Distribution Evaluation

To analyze the pressure distribution, we used our cube as a benchmark, setting Re = 800 according to 6.1.
In the CFD simulation in Figure 7.22, the pressure is symmetrically distributed on the top and bottom faces of
the cube, which is typical for symmetric geometries [13]. The front face of the cube shows high pressure due to
the stagnation point, where the flow directly impacts the surface and the fluid velocity drops almost to zero [11,
13, 99]. This high pressure is represented by a dense clustering of contour lines and a red color. Additionally,
small pressure accumulations were observed in the rear corners of the cube.

Figure 7.22: CFD: Cube pressure distribution.

Comparing the results obtained from the Pruned-UNet (Figure 7.23) and U-Net (Figure 7.24) with the CFD
simulation, we observed a similar pressure accumulation on the front face of the cube. However, this accumu-
lation is lower than that seen in the CFD results. Neither model shows the pressure accumulation at the rear
corners of the cube, as observed in the CFD simulation. Instead, Kármán vortex streets are present in the wake
of the cube, with a higher magnitude in the U-Net simulation compared to the Pruned-UNet.

Additionally, neither of the PINN models exhibits a symmetric pressure distribution in the fluid domain,
likely due to significant pressure accumulation at the domain boundaries, as indicated by the blue contour lines.
This phenomenon is more visible in the rear part of the domain, possibly because of the PINN simulations tend
to generate more turbulent flows for the same flow conditions and problems with the simulation for handling
boundary conditions. In contrast, in the CFD simulation, the pressure accumulations are more localized at the
front corners of the domain.

Figure 7.23: Pruned-UNet: Cube pressure distribution. Figure 7.24: U-Net: Cube pressure distribution.
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7.4.1 Flat plane
For the flat plane, a high-pressure zone forms at the front stagnation point, reaching about 2 Pa. In turbulent

regime, eddies appear in both cases. When aligned with the flow (Surge oriented at 0◦), the separation zone is
smaller (Figure 7.25). In Heave oriented (90◦), the stagnation point shifts to the center of the front face, with
small eddies forming at the corners due to sharp pressure gradients (Figure 7.26). A larger separation region
then develops, creating a Kármán vortex street in the wake.

Figure 7.25: Flat Plane at 0◦ pressure distribution. Figure 7.26: Flat Plane at 90◦ pressure distribution.

Comparing CFD results (7.27) under the same conditions with Re = 800 (see 6.1), both CFD and U-Net
streamlines follow a similar pattern. However, maximum velocity in CFD is 0.3 m/s higher than in U-Net
(7.20). The velocity field in CFD recovers within 4 m downstream, while U-Net regains initial velocity in about
40 cm, likely due to numerical dissipation.

Figure 7.27: Flat Plate streamlines in CFD. Figure 7.28: Flat Plate Velocity Gradient in CFD.

Looking at the velocity gradients on the flat plane surface, both CFD (7.28) and U-Net (7.28) display similar
profiles; however, CFD being less affected by boundary effects. In terms of pressure, CFD (7.29) and U-Net
(7.25) reach similar maximum values, but CFD maintains nearly zero pressure accumulation throughout the
domain, whereas U-Net shows marked pressure buildup.

Figure 7.29: Flat Plate Pressure Distribution in CFD.
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7.4.2 NACA 0018 Hydrofoil Profile
A comparison was made between the behavior of the NACA 0018 profile (Figure 7.30), a symmetric Hydrofoil

4.3.1, which shows equal pressure distribution on both the upper and lower surfaces, consistent with theoretical
expectations [13]. A similar test was conducted by modifying the lower surface to break the symmetry (Figure
7.31). Despite this new shape not being part of the training set, the model still generated wake vortices and
a coherent pressure distribution. As expected due to theory [13], a pressure difference between the upper and
lower surfaces was observed, evidenced by negative pressure values on the surface, suggesting possible flow
separation or reversal, consistent with turbulent regime behavior.

Figure 7.30: U-Net: Hydrofoil pressure distribution. Figure 7.31: U-Net: Modified Hydrofoil pressure
distribution.

As previously shown in the comparison of velocity distribution via streamlines in CFD (7.32), the NACA 0018
profile exhibits a stagnation point, where fluid velocity reaches zero, and a symmetric reduction in fluid velocity
around the surface. Under the same fluid conditions, the profile does not develop turbulent flow, as observed in
U-Net. This velocity profile leads to a symmetric pressure distribution around the object (7.33), similar to the
behavior seen in the U-Net simulation (7.30). Additionally, in CFD and U-Net, pressure accumulation occurs
only at the stagnation point and around the leading-edge corners, with a minor difference in maximum pressure
values, around 0.2 Pa.

Figure 7.32: Streamlines for NACA 0018 Profile. Figure 7.33: NACA 0018 Profile Pressure Distribution.

7.5 Lift and Drag Forces Comparison

Drag and lift (N) are the result of forces exerted by the fluid on a submerged object, as they are calculated
from dynamic pressure and the reference area. As described in the methodology, these forces were calculated
using the approximations in 6.3.3. The results of this analysis are presented in the tables drag force 7.3 y
lift force 7.4 tables, based on the conditions defined in 6.1, for Re = {0.64, 80, 800}, comparing the PINN
architectures Pruned-UNet, U-Net, and CFD, with a flow velocity of 1m/s in all simulations.
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7.5.1 Drag Force Evaluation
Focusing on the behavior of different shapes within the same architecture, we observe that drag is influenced

by both the orientation and shape of the object in relation to the flow, as was expected from the theory [13,
14]. For instance, in the Flat plane oriented in Heave oriented 90◦, drag increases as the object becomes blunt,
generating a larger separation region. In contrast, minimal flow separation occurs in the Flat plane 0◦, resulting
in minimal pressure drag.

Regarding discrepancies between the PINN architectures and, CFD, these are more significant at low
Reynolds numbers (Re = 0.64), for example, the cube the calculated drag force is 9.927 (N), but in CFD
is 964,226 (N) where the flow is laminar and dominated by viscous effects. The PINN appear to struggle under
these conditions, possibly due to the higher sensitivity of laminar flows to boundary conditions and subtle flow
features like boundary layer attachment.

Pruned-Unet U-Net CFD
Re 0,64 80 800 0,64 80 800 0,64 80 800
Cube 9,927 15,520 51,619 111,507 26,300 92,618 694,226 6,000 1,362
Sphere 9,463 12,731 7,953 64,453 16,617 57,540 310,14 2,740 0,652
Flat plane (0◦) 1,559 5,641 3,615 22,830 4,647 23,102 154,809 1,314 0,249
Flat plane (90◦) 20,449 22,926 18,344 296,743 72,339 312,54 616,321 5,725 1,559
Hydrofoil 4,845 14,759 7,694 53,744 14,257 59,630 82,400 0,801 0,191
Hydrofoil modified 3,419 10,406 5,315 49,689 12,384 11,841 — — —

Table 7.3: Drag Force FL (N) values across different Reynolds numbers (Re) using three methodologies.

7.5.2 Lift Force Evaluation
For symmetrical objects, lift force is expected to be negligible due to the symmetry of pressure distribution,

as confirmed by the CFD results showing near-zero lift. However, both PINN architectures (Pruned U-Net and
U-Net) exhibit non-negligible lift values, especially at high Reynolds numbers (Re = 800). For instance, the
Pruned U-Net predicts a lift of -8.473 N for the cube, while the U-Net predicts 2,598 N. These discrepancies
with CFD likely result from numerical artifacts, particularly boundary condition handling issues, leading to
pressure accumulation at the domain boundaries.

On the other hand, for the modified hydrofoil profile, PINN predictions show reasonable lift force, consistent
with expectations due to the Hydrofoil’s asymmetry. The U-Net predicts a lift of 7.83 N at Re = 0.64, reflecting
the pressure difference between the upper and lower surfaces, in line with aerodynamic theory [13, 14].

Pruned-Unet U-Net CFD
Re 0,64 80 800 0,64 80 800 0,64 80 800
Cube -1,952 -2,666 -8,473 -9,405 -1,456 2,598 0,022 0,000 0,000
Sphere -0,237 -0,846 -1,644 -2,847 0,154 -5,591 0,013 0,000 0,000
Flat plane (0◦) -0,281 0,213 -2,333 2,937 -2,75 -8,124 0,047 0,000 -0,001
Flat plane (90◦) -1,561 -0,521 -1,115 1,061 1,107 8,960 0,019 0,000 0,000
Hydrofoil 2,590 0,177 -2,220 2,278 -3,879 17,387 -0,827 -0,007 -0,003
Hydrofoil modified 2,469 -0,146 -1,810 7,803 -2,309 -2,646 — — —

Table 7.4: Lift Force FL (N) values across different Reynolds numbers (Re) using three methodologies.

In general, we can say that at low Reynolds numbers, the PINN models struggle to accurately capture lift
and drag force due to the sensitivity of laminar flows to boundary conditions and small features like boundary
layer attachment. In contrast, at higher Reynolds numbers (Re = 800), where turbulent eddies dominate, the
networks align more closely with CFD results, but keeping a high error value. Probably because large-scale
flow structures are easier for PINN models to approximate, and boundary condition errors have less influence
on overall behavior.
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7.6 Vortex Analysis Comparison

We calculated the vorticity over the U-Net architecture, for a Reynolds number Re = 800, under the
conditions detailed in section 6.1, shows the most physically accurate behavior according to previous results. As
shown in Figure 7.34, a small amount of vorticity is observed near the lateral boundaries of the domain, which
was previously mentioned in Section 7.4. This behavior is caused by the interaction between the flow and the
applied boundary conditions, resulting in exaggerated rotation in these areas.

Figure 7.34: U-Net Vorticity in a sphere.

In the wake behind the sphere, the formation of what appears to be a Kármán vortex street is clearly evident,
a typical feature of flows at high Reynolds numbers. Interestingly, the vorticity region starts from the front of
the sphere as well. When viewed in 3D, the vortices not only form an alternating pattern behind the object
but also appear influenced by a rotation curl (7.35) mentioned earlier in 7.3.2, giving them a more chaotic and
three-dimensional behavior compared to what would be seen in a CFD simulation. In terms of magnitude, the
dominant vorticity in the wake is around 0.6 s−1, indicating moderate rotation around 0.4 rad/s, though local
fluctuations can reach higher values due to the flow’s instability.

Figure 7.35: U-Net Analysis of Vortex Rotation within a Sphere

7.6.1 Trailing Vortex Study

To analyze trailing vortices under the same fluid conditions as the sphere simulation, the NACA 0018 pro-
file was used. When comparing this simulation to the CFD results, as shown in Figure 7.36, the formation
of a trailing vortex is observed. This is evident from the apparent reduction in the distance between parallel
streamlines and the vertical distortion in the streamline profile

However, it is important to note that the rotation is minimal due to the low flow velocity of 1m/s and the
fact that the profile was aligned at an angle of attack of 0◦. This configuration does not generate a significant
pressure difference between the upper and lower surfaces of the profile, contributing to the absence of a signifi-
cant lift force, which is the main cause of such vortices [99].
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In the U-Net simulation as shown in Figure 7.37, while there are some similarities in the formation of trailing
vortices, they are clearly affected by the non-physical streamline rotations previously mentioned in Section 7.3.2.
This makes it difficult to determine whether the vortex is generated exclusively by the pressure difference or
influenced by the limitations of the numerical model used.

Figure 7.36: CFD Trailing Vortex on NACA 0018. Figure 7.37: U-Net Trailing Vortex on NACA 0018.

7.6.2 Divergence Study
One of the possible causes of this behavior may be the divergence. Figure 7.38 shows that the divergence is

not zero throughout the domain ∇× v ̸= 0, suggesting that the fluid is not perfectly incompressible. This effect
is more pronounced in regions where turbulent flow is present, particularly in the wake of the sphere. In these
areas, the fluid diverges and expands, reaching values up to 0.17 s−1 (yellow).

These small values accumulate over time in specific areas, generating artifacts, such as low-density regions
or even vacuum effects in the simulation. These artifacts are a result of fluid expansion in these regions. The
fluid tends to contract in the wake and in front of the sphere, with divergence values reaching as low as -
1.8 s−1 (purple). These concentrations can lead to undesirable effects such as local pressure increases, fluid
accumulation, or numerical instability in certain areas of the domain.

Figure 7.38: U-Net Divergence in a sphere.
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7.7 Computational Time Comparison

The Table 7.5 shows the comparative computational times for different domain sizes in voxels for the Pruned-
UNet and U-Net architectures. This comparison aims to verify the computational cost as the fluid domain
increases.

128x64x64 160x96x96 256x64x64 256x128x128
Architecture FPS Seconds FPS Seconds FPS Seconds FPS Seconds
Pruned-UNet 18 28 7 71 7 71 2 250
U-Net 9 56 3 167 5 100 - -

Table 7.5: FPS and execution time comparison for different resolutions between Pruned-UNet and U-Net.

In general, Pruned-UNet is considerably quickerthan U-Net in across all resolutions, achieving higher FPS
with 500 and 400 iterations, respectively. At (128x64x64) resolution, Pruned-UNet achieves 18 FPS compared
to U-Net’s 9 FPS. As resolution increases, performance decreases for both, but Pruned-UNet remains faster,
reaching 2 FPS at (256x128x128), whereas U-Net exceeded memory limits after 20 iterations on an Nvidia
RTX 3050. In comparison, CFD simulations for the same fluid domain take approximately 10 minutes for basic
shapes and 30 minutes for torpedo-shaped UV on the same hardware.

Figure 7.39: U-Net 256x64x64 domain size. Figure 7.40: Pruned-UNet 256x128x128 domain size.

Note: Although one of the reasons for increasing the fluid domain is to reduce the pressure accumulation
effects on the lateral and upper walls relative to the pressure exerted on the object, neither architecture can
generalize well under different domain sizes, not seen during the training. The previous exercise was conducted
solely to verify computational times.

7.8 Boundary Removal in PINN Simulation

As previously mentioned, one of the issues observed during the simulation was the accumulation of pressure
at the fluid boundaries. To address this, an attempt was made to remove the boundaries entirely, to simulate
an object immersed in an infinite fluid domain. However, this led to numerical instability, which lead to an
erratic pressure and velocity behavior, with the fluid accumulating in the center of the domain, as shown in
Figure 7.41.

Figure 7.41: U-Net simulation after boundary removal.
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7.9 UV Torpedo-Shaped UV Evaluation

As discussed earlier, torpedo-shaped forms are the most common in UV due to their streamlined design,
which reduces the separation region at the rear of the vehicle. Hence, the results offered for the PINN architecture
are relevant in Marine Robotics. In this section, we analyzed how this shape, mentioned in subsection 4.3.1,
behaves under the experimental conditions described in 6.1, both in Surge oriented (0◦, aligned with the flow)
and Heave oriented (90◦, perpendicular to the flow).

7.9.1 Streamline Flow Analysis

As done previously, the main flow analysis was conducted using the U-Net architecture with Re = 17501,
and streamlines were used to verify the behavior of the flow of a fully submerged torpedo shape UV.

Figure 7.42 shows the formation of a boundary layer in the upper and lower domains of the fluid, which
extends further in the U-Net simulation than in CFD (Figure 7.43)—approximately 75 cm (12 voxels) and
50 cm, respectively. Additionally, the boundary layer on the surface of the UV body is larger in the U-Net
simulation, with no clear gradual increase in size as seen in CFD as the theory states [12, 15, 11].

Instead, it remains fairly uniform throughout the flow along the vehicle, with both simulations showing the
same stagnation point in the front face of the AUV. Small deviations in the streamlines surrounding the vehicle
are also observed in the U-Net simulation, which do not correspond to any physical properties.

Figure 7.42: Streamlines Torpedo-Shaped UV U-Net
architecture.

Figure 7.43: Streamlines Torpedo-Shaped UV CFD.

7.9.2 Drag and Lift on Torpedo-Shaped UV
Based on the lift and drag generated, we observe that, similar to the other shapes analyzed in 7.5, the fluid

behaves inversely to what is expected based on CFD results. Specifically, drag (Tables 7.6 and 7.7) increases as
the Reynolds number rises (i.e., as viscosity decreases), with smaller errors observed at higher Reynolds numbers.

Pruned-Unet U-Net CFD
Reynolds Number 1.4 175 1750 1.4 175 1750 1.4 175 1750
Torpedo-shaped UV (0◦) 1,053 3,167 2,055 12,931 2,021 3,142 73,458 0,654 0,116

Table 7.6: Drag force calculation comparison on a Torpedo Shape UV (0◦).

Pruned-Unet U-Net CFD
Reynolds Number 0,2 25 250 0,2 25 250 0,2 25 250
Torpedo-shaped UV (90◦) 7,156 13,292 7,455 101,46 17,039 24,333 646,507 6,009 1,529

Table 7.7: Drag force calculation comparison on a Torpedo Shape UV in Heave oriented (90◦).

1The Reynolds number varies with the UV orientation characteristic length L, while fluid conditions in 6.1 remain constant.
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When comparing the UV orientation relative to the flow, for both Surge and Heave orientations against the
fluid motion, the drag error calculated by the U-Net architecture is smaller than that of Pruned-UNet. On
average, drag given by the U-Net calculations is 11.61 and 8.32 times larger than CFD for surge and heave,
respectively.

Pruned-Unet U-Net CFD
Reynolds Number 1.4 175 1750 1.4 175 1750 1.4 175 1750
Torpedo-shaped UV (0◦) -0,081 -1,696 -1,76 -0,468 -1,763 -1,697 0,327 0,015 0,001

Table 7.8: Lift force calculation comparison on a Torpedo Shape UV (0◦).

Pruned-Unet U-Net CFD
Reynolds Number 0,2 25 250 0,2 25 250 0,2 25 250
Torpedo-shaped UV (90◦) 0,426 -0,431 -1,797 -3,224 -0,966 -1,06 -0,146 0,005 0,006

Table 7.9: Lift force calculation comparison on a Torpedo Shape UV in Heave oriented (90◦).

Regarding lift force, as the tables (7.8 and 7.9) show, the results are similar to those observed earlier in 7.5,
with values much closer to the theoretical expectation of zero, given the symmetry of the object shape relative
to the fluid.

7.9.3 Vortex Development on Torpedo-Shaped UV
When analyzing vortex formation, we once again observe a vortex formation along the upper and lower

boundaries of the fluid domain 7.44. Additionally, vorticity forms around the UV diving fins, with a magnitude
of approximately 2 s−1 in the U-Net simulation. In contrast, CFD shows a more clear vortex formation due
to slight twisting of the streamlines, with a maximum vorticity of 14 s−1 at the tip of the diving fin forming a
trailing vortex, approximately seven times greater than the values predicted by U-Net.

Figure 7.44: U-Net Vortex Formation on a UV. Figure 7.45: CFD Vortex Formation on a UV.

Note: In Heave oriented motion 0◦ related to the fluid motion, no PINN architecture could represent vortex
formation, as the fluid passes through the glider due to its small diameter, this eliminates vortex generation.
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7.10 Summary of the Results

In this section, the summary of the results derived from the comparison between the Pruned-UNet and
U-Net architectures with the baseline CFD simulations are presented across the different physical parameter
representations. The findings highlight the strengths and limitations of each PINN architecture in replicating
the hydrodynamic behaviors. Throughout the evaluation, the CFD simulations served as a baseline.

1. Training: Both the Pruned-UNet and U-Net architectures showed significant spikes in the Compound Loss
Function L during early training, primarily due to the non-convex nature of solving the Navier-Stokes
equations. Discontinuities, vortex shedding, and separation zones contributed to instability in the loss
trajectory. The Adam optimizer seems to struggled to maintain a smooth descent path, especially with
varying object shapes and boundary interactions.

2. Convergence: Pruned-UNet and U-Net showed similar convergence behavior, with low divergence values
and minimal incompressibility errors. However, the full U-Net demonstrated a higher ability in capturing
finer flow details.

3. Fluid flow behavior: The simulations revealed significant differences in vortex structure capture between
the two architectures. U-Net was more accurate in replicating complex phenomena, such as Kármán
vortex streets and boundary layer development in turbulent flow configurations. The PINN methodology
struggled with behaviors typical on rough surfaces where higher-angle flow separation occurs, the sim-
ulation seems unable to simulate behavior on rough surfaces despite the non-uniform surface shape of
simplifications.

In laminar flows, Pruned-UNet exhibited greater numerical dissipation, suppressing some flow characteris-
tics and slowing the recovery of velocity in the wake of objects like the sphere. Both architectures tended
to develop turbulence under fluid conditions similar to CFD models. Although both models generally
exhibit fluid-like behavior, the Pruned-Unet is more likely to violate the conditions ∇ · (∇× a⃗) = 0 and
∇× (∇q) = 0 of incompresibility specially under low Reynolds numbers.

4. Pressure distribution: A general pressure accumulation was observed along the fluid domain, which could
lead to buildup near the fluid boundaries after convergence to a stable value. This describes difficulties in
managing boundary conditions effectively.

The analysis of the flat plane and hydrofoil revealed pressure variations and vortex formation influenced
by the object orientation. In both simulations PINN nad CFD, consistent flow patterns were identified,
with accurate representation of high-pressure zones and vortex formation in the wake. Although minor
differences in velocity recovery were observed between models, the results show consistent flow and pressure
distributions near the object surface, demonstrating that the PINN methodology effectively represents
hydrodynamic phenomena across different flow regimes and fluid conditions.

5. Lift and Drag Forces: The simulations showed that the PINN methodology deviates more from CFD
results in laminar flows at low Reynolds numbers. In contrast, at higher Re, the results aligned more
closely with CFD k − ωSST models, likely due to sensitivity to boundary conditions and limited ability
to represent thin boundary layers.

6. Computational Time and Efficiency: The comparative analysis indicated that Pruned-UNet is significantly
more computationally efficient across all resolutions, making it suitable for real-time applications. While U-
Net provides greater accuracy for fine details like vortex formation, its higher computational cost limits its
use in real-time scenarios, but provides closer physical representation results. However, both architectures
must be rectified to match the values measured by CFD.

7. Fluid Domain Limitations: One limitation observed was the inability of the PINN methodology to gener-
alize effectively to fluid domains of varying sizes, not seen during training.

8. Fluid Behavior on a Torpedo Shape UV: Simulations of torpedo-shaped bodies indicated that U-Net
based architectures can represent the boundary layer, although it does not progressively develop from
stagnation points. The trailing vortex formation around the diving fins was also captured. However, in
perpendicular flows (heave), neither architecture accurately simulated vortex formation, likely due to the
small characteristic length scales of the simulations.
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8.1 Conclusions

This thesis presents, for the first time to the best of the author’s knowledge (as of Nov. 2024), the successful
implementation of real-time AI-based specifically a PINN fluid simulation techniques for fully submerged objects
in confined environments, such as wind tunnels, for Newtonian incompressible isothermal fluids. Motivated by
potential applications in marine robotics, where real-time computations are critical, this work achieves a balance
between accurate hydrodynamic behavior representation and computational efficiency. The main contribution
is a PINN-based simulation methodology capable of replicating real-time hydrodynamic phenomena, includ-
ing flow separation, vortex formation, drag, and lift forces, across various flow regimes and fluid conditions.
Demonstrating its potential as an alternative to over simplified fluid models or computationally expensive fluid
simulations under relatively common hardware conditions.

A significant contribution of this work was the application of the Pruned-UNet and U-Net volumetric CNN
architectures in a PINN based methodology. Pruned-UNet proved to be efficient for real-time applications,
offering a balance between speed and physical representation, specially under turbulent regimes. Although
more computationally expensive, U-Net is more effective in capturing fine-scale in laminar, turbulent regimes
and complex flow structures such vortices, making it more suitable for higher physics representation simulations.

One notable advantage of this PINN-based methodology is its ability to generalize effectively across diverse
shapes and fluid conditions, including those unseen during training, by relying solely on physics-based con-
straints. Unlike other approaches, which typically require specific PINN models and extensive data for each
shape and fluid condition, this method achieves flexibility without reference data.

To support this methodology, a voxelized underwater shape dataset was created, offering a general approach
to minimize shape detail loss during ths shape simplification. This dataset proved important in validating the
PINN models against computational fluid dynamics (CFD) baselines, providing a logical approach to evaluate
to generate shapes for the PINN model performance across various geometries and flow conditions.

However, a voxel-based representation limits the handling of angles of attack, reducing accuracy in different
displacement motions and making it difficult to capture fine geometric details, such as high angles and thin
surfaces. Eventually, this leads to less accurate results. Therefore, further robustness is needed, particularly in
cases involving sharp features or complex geometries, where the voxelized representation struggles to capture
fine details, such as thin objects or intricate surfaces, allowing fluid to pass through rather than interact with
the object.

Despite the discrepancies in hydrodynamic variable calculations, such as drag, lift, and vorticity, between
the PINN methodology and CFD results, particularly in laminar flows where curl effects have a significant
role. The current state of PINN demonstrates potential for qualitatively reproducing different fluid types. This
capability could be applied in fields like video games or the audiovisual industry.

One limitation of this methodology is its inability to accurately represent fluid motion at velocities above
1m/s (or 2 knots) due to numerical instability, leading to unpredictable behavior. Another constraint is the
mandatory use of CUDA for processing simulations, which currently restricts its application to machines
equipped with an Nvidia GPU. Similarly, it presents scalability issues with domain sizes not seen during
training, resulting in even greater pressure accumulation than in smaller domains and potential GPU memory
limitations.

It can be said that this thesis successfully demonstrates the potential of AI-based fluid simulations in robotics
and marine environments, particularly in scenarios where traditional CFD methods are computationally pro-
hibitive. For practical applications, additional improvements are necessary to enhance quantitative accuracy
in complex flows and to optimize model performance under varying conditions. Despite some limitations in
handling low Reynolds number flows and boundary conditions, the PINN methodology shows promise in qual-
itatively and quantitatively representing fluid dynamics.
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8.2 Future work

Future work should focus on incorporating Neumann boundary conditions to better manage pressure and
velocity gradients at the boundaries of the fluid domain, as are use in CFD simulations [93]. This would help
attenuate boundary layer effects and reduce the artificial pressure accumulation observed at the fluid bound-
aries. Addressing the pressure accumulation issue in boundary layers could involve adaptive boundary condition
adjustments or pressure diffusion techniques, both of which may help mitigate the boundary effects seen in sim-
ulations.

To enhance the performance of the model across different shapes and geometries, a multi-objective opti-
mization approach could be explored, similar to the one presented in [101] to escape from local minimums. This
would allow for a balanced adjustment of multiple refined loss functions, improving the ability of the model to
generalize fluid interactions across various domains while maintaining computational efficiency. To overcome
the limitations in handling angles of attack, incorporating smoother boundary representations or higher-order
interpolation methods could help the model better capture flow separation and lift dynamics, especially in sce-
narios with sharp flow direction changes, like the one presented in [79]. Similarly, the PINN methodology could
also be compared with other CFD turbulence models, such LES models or other RAS models.

As noted, the current model struggles with very thin objects, where the fluid tends to pass through the
geometry rather than interacting properly. Implementing refined meshing techniques or using higher-resolution
grids could improve the accuracy of fluid-structure interactions for such objects, but will increment the compu-
tational requirements. One promising direction is to replace the voxelized grid with a graph-based or adaptive
mesh, as the ones seen in [75, 76]. This would allow for finer resolution near complex surfaces and thin struc-
tures, enabling the model to handle these details more effectively. However, this approach may reduce the
capacity of the model to generalize to different geometries. On the other hand, a simpler possibility is to in-
tegrate correction factors as the ones mentioned in [99] for achieving the simulation of Physical variables in a
not confined environments of fluids (e.g., deep ocean) could expand the scope of simulation without increasing
the computational cost, since it does not have to deal with a loss function based on the Neumann boundary
conditions.

In the future, since there is no accurate ground truth about pressure and velocity behavior on the surface
of an underwater vehicle, it could be useful to implement a sensitive skin, such as a piezoelectric sensor cover
around the hull, as the Figure 8.1 tries to represent. This would allow data to be collected directly on the
vehicle and train a PINN with real information obtained in the operating environment.

Figure 8.1: Piezoelectric sensitive skin concept.

As the next step, the predictions of the model could be tested further by integrating them into real-time
simulators like Holoocean or StoneFish [102, 37] and evaluating fluid behavior while interacting with moving
objects, such as UVs or robotic components like propellers and propeller wake vortices. This would help validate
its application in marine simulators and similar environments. Future research could also explore the integration
of external flows, higher Reynolds number regimes, and further optimization of the PINN architecture to handle
complex boundary conditions and larger domains. Overall, this thesis lays a solid foundation for efficient,
scalable, and physically plausible fluid simulations, which can drive advancements in marine robotics and other
fluid engineering or science fields.
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