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Reduces human intervention, 
increases efficiency and safety.

Revolutionizes underwater 
operations with precise 
intervention.

Integrating deep learning for object 
detection with state-of-the-art grasp 
planning algorithms.

Fig 3: Current state of art underwater autonomous and dexterous 

operation robot, environment perception, underwater vehicle-manipulator 

system modeling and coordinated control, target uninjured grasp [1]. 
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Fig 6: Strategy of grasp synthesis using analytical approaches.
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Fig1: GIRONA 500 I-AUV.

Fig 4: Proposed Pipeline for Training. I will used synthetic training dataset 

from YCB [2] object set. Given raw still image data from a stereo camera , 

using PointNet++ based Network can directly predict the poses, categories 

and scores (qualities) of all the grasps in a fast way [3]. 

Fig 5: Functional flow-chart of 3D template-based 6D object pose 

estimation and grasp methods based on the complete shape.

Fig 2: Objective Flow Diagram.
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Fig 2: A general grasp detection system involves target object localization, 

object pose estimation, and grasp estimation.
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