
Construction of a performance baseline, based on the work
seen in [4][5] and [6].
Implementation of the framework proposed in [1] and [2].
Implementation and evaluation of the improvements on
the framework and AI.

Build simulation environment for preliminar tests.
Run simulated experiments to evaluate the performance of
proposed method.

Perform real-world experiments with an ROV/AUV in an
unenclosed underwater environment.

The result of this research will be an accurate, efficient and
intuitive human-robot interaction framework for adaptive
underwater missions that does not require the installation of
specialized visual systems. The framework will be able to
perform accurately solely on RGB monocular cameras.

The research of this topic is proposed to be done in 3 phases:
Phase I:

1.

2.
3.

Phase II:
1.
2.

Phase III:
1.
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Vehicle-diver communication is complicated due to the attenuation of RF signals
underwater.
Optical alternatives for HRI become an interesting option due to the environmental
limitations.
Semi-autonomous tasks need quick and reliable human-robot interaction capabilities.
Some AUV applications require on-the-field instructions for success.
Underwater visual HRI is not on par with the state-of-the-art methods used out of the
water.

HRI Framework with Robust Background Invariant Hand
Detection [1].
Spatial Attention AI Framework for Recognizing Static and
Dynamic Gestures [2].

the Implementation of a Gesture-Based Language for
Underwater HRI [3].
Identification of Diver Hand Signals through Diver
Segmentation [4] [5].
Dynamic Reconfiguration of Mission Parameters in
Underwater Human-Robot Collaboration [6].

Multiple novel methods have been proposed to perform hand
gesture recognition out of the water on recent years:

There have also been implementations of similar systems for
underwater applications:

Recent improvements in underwater image color correction [7]
[8][9] that could be coupled to increase the performance of
the methods.
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Sample enhanced images taken in oceanic and coastal waters. Image taken from [9].

Hand gesture recognition framework, using OpenPose to estimate and segment hand position. Image taken from [2].

General architecture of StaDNet used for hand gesture
recognition. Image taken from [2].

Improving the performance of underwater HRI methods through the implementation of new AIImproving the performance of underwater HRI methods through the implementation of new AI
architectures and methods to facil itate the exploration of semi-autonomous underwater applications.architectures and methods to facil itate the exploration of semi-autonomous underwater applications.


