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▪ There are different improved approaches to vision-based OOD 

detection

▪ In [2], the authors assume there are two components in an input 

data,1) background and 2) semantic (e.g. an image consists of 

background and object)

▪ They only want the likelihood of semantic part and avoid the 

background part for OOD detection

▪ Therefore, they take the ratio of the likelihood of these two 

components 

▪ This cancels out the likelihood for the background part and keeps 

only the semantic likelihood

▪ In [6], it shows that likelihoods computed from generative models 

exhibit a strong bias towards the complexity of the corresponding 

inputs

▪ It found that qualitatively complex images tend to produce the 

lowest likelihoods, and that simple images always yield the highest

ones

▪ Consequently, it proposes to leverage such estimates of complexity 

to detect OOD inputs

▪ One more recent study [7] shows that current state-of-the-art 

generative model OOD scores are much less effective for 

Variational Autoencoder (VAE)

▪ Therefore, proposes a new OOD score called Likelihood Regret 

which shows a promising result in their evaluation

Introduction

Motivation
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Background

Expected thesis contribution

1. An important contribution will be to implement those methods for 

underwater environment

2. Finding the best method by qualitative and quantitative 

comparisons among those methods 

3. Propose improvements to OOD detection by taking into 

consideration the nature, difficulty, and complexity of underwater 

environment

4. One evolution can be, to remove  water  from the  underwater  

images  using  Sea-thru [8] and then use the general OOD 

detection methods

Therefore, the successful completion of the

contributions can bring the safety or explore

the unknows in underwater infrastructures.

▪ Underwater infrastructures such as oil, gas or 

aquaculture industries are growing everyday

▪ The demand for regular underwater 

operations such as inspection, maintenance 

and repair (IMR) is also increasing

▪ Manual IMR operations are expensive, life-

threatening, and prone to wrong operations 

and thus accident

▪ Vision-based adaptive autonomy can 

increase safety and reduce cost

▪ But this autonomy may fail when it 

encounters an unprecedented situation (Out 

of distribution)

▪ Because prediction of deep learning model 

on OOD data is sometimes wrong with high 

confidence

▪ Therefore, enabling OOD detection to vision-

based autonomy can mitigate the issue and 

ensure the safe underwater infrastructure 
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▪ Computer vision has great potential in underwater robotics

▪ Remotely Operated Vehicles (ROVs) or Autonomous Underwater 

Vehicles (AUVs) are used extensively in the underwater industry

▪ The integrated camera can be utilized to adopt vision-based 

technology in their regular operations along with OOD detection

▪ Fish escaping  in aquaculture due to mooring 

failure, breakdown of net cage structure, 

abrasion, and tearing of nets is a big concern 

[1]

▪ Regular inspection using vision to detect 

irregularity or damage can avoid this issue

▪ Identification of individual fish in the net cage 

for inspecting the health and well-being

▪ Vision-based OOD detection can discover 

new underwater species [2]

▪ Underwater intervention can also be

benefitted by detecting cracks in oil/gas pipes

▪ In defense mechanism, trespassing of an 

intruder can be detected

▪ Illegitimate activities of an intruder can be 

observed

State-of-the-art

▪ A substantial research is focusing on to reach the full safe 

autonomy using vision

▪ In [3], vision-based motion estimation and obstacle detection are 

integrated into autonomous underwater mission planning system

▪ Visual simultaneous localization and mapping (VSLAM) is 

introduced into the system

▪ It increases the autonomy by situation awareness, accurate local 

positioning, and obstacle detection

▪ In [4], an autonomous  grasping  of underwater objects by a robot 

manipulator arm named SeaArm-2 has been proposed

▪ This  manipulator is integrated with a 

monocular camera near to the gripper

▪ This vision-based grasping system can alone 

percept, detect, and localize the object 

without any external sensors

▪ The object of interest is detected on the run 

using vision based on the YOLOv3 object 

detection framework

▪ After computing the distance, the motion 

control system keeps the ROV at a fixed 

position and heading angle

▪ In [5], a Dynamic Positioning (DP) system for underwater vehicle 

relative to an object has been proposed

Since most of the state-of-the-art OOD detection methods are based 

on general vision problems,


