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Abstract

The field of underwater robotics is evolving rapidly, with applications ranging from exploration to en-

vironmental monitoring. This thesis investigates the use of optical communication and leader-follower

control in multi-agent systems to enhance underwater vehicle coordination. Focusing on the BlueROV2

platform, this research integrates LUMA™ optical modems to establish a robust, high-bandwidth com-

munication link between leader and follower vehicles, enabling precise formation control in underwater

environments. The study includes the development of custom ROS packages for direct modem con-

figuration via the Linux terminal, the creation of a control algorithm for coordinated movement, and the

implementation of a simulation environment using MATLAB to validate the system’s functionality under

controlled conditions. Simulation tests conducted across diverse scenarios evaluate the performance,

reliability, and adaptability of the optical modems. This work contributes to the field by presenting a high-

speed, low-latency communication system for multi-robot underwater operations, offering advancements

in coordinated marine exploration and research.

Keywords

Underwater robotics, BlueROV2, multi-agent systems, leader-follower control, optical communication,

LUMA™ modems, ROS, MATLAB, coordinated marine exploration.
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Resumo

O domı́nio da robótica subaquática está a evoluir rapidamente, com aplicações que vão da exploração

à monitorização ambiental. Esta tese investiga a utilização da comunicação ótica e do controlo lı́der-

seguidor em sistemas multi-agente para melhorar a coordenação de veı́culos subaquáticos. Centrando-

se na plataforma BlueROV2, esta investigação integra modems ópticos LUMA™ para estabelecer uma

ligação de comunicação robusta e de elevada largura de banda entre os veı́culos lı́der e seguidor,

permitindo um controlo preciso da formação em ambientes subaquáticos. O estudo inclui o desen-

volvimento de pacotes de software ROS para a configuração direta do modem através de um terminal

Linux, a criação de um algoritmo de controlo para o movimento coordenado e a implementação de um

ambiente de simulação utilizando o MATLAB para validar a funcionalidade do sistema em condições

controladas. Os testes de simulação realizados em diversos cenários avaliam o desempenho, a fia-

bilidade e a adaptabilidade dos modems ópticos. Este trabalho contribui para a a literatura do campo

ao apresentar um sistema de comunicação de alta velocidade e baixa latência para operações sub-

aquáticas multi-robô, oferecendo avanços na exploração e investigação marinha coordenada.

Palavras Chave

Robótica subaquática, BlueROV2, sistemas multi-agente, controlo lı́der-seguidor, comunicação ótica,

modems LUMA™, ROS, MATLAB, exploração marinha coordenada.
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1.1 Background and Motivation

In recent decades, technological advancements have sparked significant interest in unmanned vehicles.

These highly mobile robots can reach locations and perform tasks that are too difficult or even impossible

for humans. As exploratory tools, they serve as platforms for onboard sensors, gathering data from

previously inaccessible environments. A prime example is the ROBOVOLC project [1], which focuses

on developing and testing an automated robotic system designed to explore and take measurements

in volcanic areas. This robot aims to reduce the risks faced by volcanologists who work near volcanic

vents during eruptions. The most critical observations and measurements of volcanic activity are often

needed during the peak phases of eruptions, which unfortunately also present the greatest danger to

human researchers. The robot’s sensors are specifically adapted to the challenging environment, as

noted in [1], and include a manipulator arm for collecting rock and gas samples, as well as deploying

and retrieving instruments. It is also equipped with a pan-tilt turret, featuring a high-resolution camera,

video camera, infrared camera, and a Doppler radar for measuring gas speed.

One of the most well-known examples of exploration robots is the Mars Exploration Rovers (MER),

which landed on Mars in 2003, along with the earlier Pathfinder mission vehicle, Sojourner. Before So-

journer’s 1997 landing on Mars, numerous stationary space probes had been sent to various planets

since the 1970s. However, the mobility of Pathfinder significantly expanded the range of possible appli-

cations. The mobility of planetary rovers increased dramatically, from tens of meters with Sojourner to

tens of kilometers with MER within six years. Additionally, MER showcased significant improvements in

reliability, as the robots have continued to transmit valuable scientific data since 2003, over seven years

after the mission’s start.

Oceans have also served as a successful domain for autonomous exploration robots. In 2009, Rut-

gers University launched an aquatic glider, as part of [2], which became the first robot to traverse an

entire ocean. The glider, named the Scarlet Knight, measured nearly eight feet in length and spent

months gathering data across the Atlantic. A notable aspect of this journey was that, at times, the

glider was remotely guided from locations as far away as Antarctica, utilizing satellite, GPS, and other

advanced technologies.

One of the key technological advancements is the development of wireless communications, allowing

systems to exchange information without physical connections. This has made it possible to replace

large, complex systems with multi-agent systems that consist of multiple independent modules. In fact,

utilizing a framework with multiple vehicles (whether land, marine, or aerial) can enhance efficiency,

performance, flexibility, and robustness when compared to using a single, more complex vehicle. The

applications of such systems span numerous fields.

In avionics, for instance, formation flight control can be applied to various tasks, such as aerial

refueling or reconnaissance. A specific example, as discussed in [3], involves using multiple Unmanned
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Aerial Vehicles (UAVs) for traffic monitoring, persistent surveillance, and search and rescue missions.

By combining data from all the vehicles, it becomes possible to generate more accurate estimates of a

target’s position and velocity than would be achievable with just one vehicle.

Another area where multiple autonomous marine vehicles can make significant contributions is ocean

exploration. Covering 70% of the Earth’s surface, the oceans have a profound impact on the global cli-

mate and provide essential resources. To fully understand their effect on climate and oceanic biomass,

more data must be gathered. Traditionally, ocean exploration has relied heavily on stationary buoys

and manned surface or underwater vessels. Due to the high costs and inherent risks to human life,

the number of people and vessels engaged in ocean research worldwide is relatively small. Expand-

ing the scope of ocean exploration would require deploying a significantly larger number of vehicles.

Since manned vehicles are costly, autonomous underwater and surface robots present an appealing

alternative. These robots require minimal human involvement during deployment and retrieval, and their

fuel and maintenance costs are far lower than those of conventional research vessels. Consequently,

numerous international projects have been initiated and continue to be developed in this field.

For instance, the EU-GREX project [4] builds upon ideas presented in [5], including cooperative

Autonomous Underwater Vehicle (AUV) control. This concept employs various path-following and co-

ordination algorithms, as discussed in [6] applied to AUVs in the execution of cooperative multi-vehicle

missions.

The BlueROV2 is a remotely operated vehicle (ROV) that has gained popularity for underwater ex-

ploration, inspection, and research. Built for robustness and adaptability, it can be used in various

underwater scenarios such as marine research, underwater inspections, and filming. It is perfect for

many underwater situations because of its compact size and manoeuvrability which allows to operate

the vehicle from small boats. In its standard configuration, the BlueROV2 includes an IMU (inertial

measurement unit) for navigation, a depth sensor, and a range of accessories that can be customized

according to mission requirements. Optional upgrades include sonar, a manipulator arm, and advanced

navigation systems, further enhancing its ability to perform detailed underwater tasks.

1.2 Objective

Despite the potential benefits, the implementation of multi-robot systems introduces new challenges,

particularly in the design and execution of complex control algorithms that can effectively coordinate

multiple robots. The leader-follower control strategy is one of the most widely adopted approaches

for cooperative control in underwater environment. In this approach, one vehicle is designated as the

leader, responsible for mission planning and trajectory control, while the other ROV function as followers,

maintaining a set formation relative to the leader. This strategy simplifies the coordination of multiple
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vehicles and is particularly well-suited to scenarios requiring synchronized movement and cooperation.

The integration of optical communication technology, specifically LUMA™ modems, into the leader-

follower control framework, represents a significant advancement in underwater robotics. Optical com-

munication offers several advantages over traditional acoustic methods, including higher data rates and

lower latency, making it ideal for proximity and high-precision underwater operations.

In this thesis, a cooperative motion control algorithm will be developed for marine vehicles, ensuring

their effectiveness by accounting for the linear dynamics of the vehicles and the challenges of underwater

optical communications. The thesis specifically aims to implement a leader-follower control algorithm

for a multi-robot system. In this method, the leader transmits information about its linear and angular

motion - surge, sway, heave, and yaw angle to the followers through optical communication channels.

Meanwhile, the follower, equipped with an onboard optical modem, uses signal strength and information

received from the leader to determine its direction relative to the leader. However, due to the limitations

of optical communication channels—such as limited bandwidth and minimal transmission delays—this

data must be transmitted efficiently for successful coordination. This method allows for high-speed data

exchange and precise control, making it an effective solution for coordinated underwater missions where

traditional communication methods fall short.

1.3 Work Description

The work description for this thesis is centered around several critical tasks aimed at advancing un-

derwater optical communication and autonomous vehicle control systems. The initial phase involved a

comprehensive familiarization with the BlueROV2, supported by hands-on training sessions to under-

stand its operational capabilities, existing control features, and technical limitations. This phase was

essential for ensuring that subsequent developments aligned with the BlueROV2’s functionality.

In parallel, an in-depth study of LUMA™ Optical Modems was conducted, these modems served as

the primary communication link for the system. A key component of this work includes creating ROS

packages for LUMA modems, which enabled streamlined communication between the modems using

ROS. This integration facilitates parameter adjustments directly via the Linux terminal, allowing for real-

time modifications of modem settings such as optical speed, power transmission, and number of LEDs

to suit varying underwater conditions.

The evaluation and integration of LUMA™ optical modems with the BlueROV2 were major focuses,

requiring careful configuration of the modems for effective underwater communication. This included

testing modem performance across diverse conditions to ensure robust data exchange between the

leader and follower vehicles.

The core focus of this thesis was the development and implementation of a leader-follower control
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algorithm. This algorithm enables the leader vehicle to transmit its movement parameters via optical

communication, allowing the follower to maintain coordinated formation and execute synchronized ma-

neuvers. A simulation model was developed to test and refine the control algorithm under controlled

conditions before deployment in real-world environments.

Finally, a comprehensive literature review on multi-agent control strategies and optical communica-

tion technologies relevant to marine vehicles supported this research. This review provides valuable

insights for developing the control algorithm and grounding the thesis in the latest advancements and

best practices in the field.

1.4 Contribution

This thesis significantly advances underwater robotics by integrating high-bandwidth optical communi-

cation and leader-follower control within BlueROV2 vehicles. A primary contribution is the development

of custom ROS packages for LUMA™ modems, allowing direct parameter adjustments through the

Linux terminal and enabling real-time adaptability in underwater communication. Additionally, the the-

sis introduces an optical-based leader-follower control algorithm specifically designed for low-latency,

precise formation control in dynamic underwater environments. To support this development, a simula-

tion framework was created to validate the control algorithm under controlled conditions, optimizing its

performance and reducing deployment risks. Furthermore, this research provides an empirical analy-

sis of LUMA™ modem performance across various underwater scenarios, detailing optimal deployment

practices and addressing practical limitations in optical communication. Together, these contributions

lay a foundation for future innovations in underwater multi-vehicle systems, particularly in exploration,

environmental monitoring, and coordinated robotic missions.

1.5 Thesis Outline

This thesis is organized into five chapters, each building upon the core topics of underwater communi-

cation systems and multi-agent control for Remotely Operated Vehicles (ROVs).

• Chapter 1: Introduction

The introductory chapter provides an overview of the background and motivation behind this re-

search. It details the objectives, work carried out, and contributions made throughout the thesis.

• Chapter 2: State of the Art

This chapter reviews the evolution from single-vehicle systems to multi-agent systems and the ad-

vancements in underwater communication technologies. It discusses the use of optical modems,
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particularly the LUMA™ system, and highlights the associated challenges such as signal losses

and hardware configurations. Additionally, it explores formation control protocols for ROVs, cov-

ering approaches like leader-follower structures, virtual structure methods, and behavior-based

systems.

• Chapter 3: Methodology

This chapter outlines the methods used to estimate model parameters and develop the control

system. It includes discussions on mass, damping, Coriolis effects, control allocation, and refer-

ence frame transformations. The design and implementation of the leader-follower dynamics and

communication protocols are discussed in detail, including the experimental platform used, such

as the Robot Operating System (ROS) and the CIRTESU testing facility.

• Chapter 4: Results and Discussions

The results from the experiments with optical modems and leader-follower controllers are pre-

sented and analyzed in this chapter. Key findings from the experiments are discussed, offering

insights into the performance of the communication systems and control mechanisms.

• Chapter 5: Conclusion

The final chapter summarizes the key outcomes of the research, outlines the contributions made,

and provides recommendations for future work in the field of underwater robotic communication

and control.
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2.1 Evolution from one vehicle to multi-agent system

2.1.1 Advancements in Autonomous Underwater Vehicle Control

The control systems of Autonomous Underwater Vehicles (AUVs) have evolved significantly, moving

from single-vehicle operations to sophisticated multi-agent systems. This evolution is largely driven by

the need to handle more complex missions, improve operational efficiency, and cover larger areas of the

ocean. Initially, AUV control focused on individual vehicles, where maintaining stability and precision in

challenging underwater conditions was the primary goal. Early control systems, though effective in basic

tasks, struggled with dynamic ocean environments due to the limitations of simplified vehicle models.

As AUV technology advanced, the introduction of adaptive and intelligent control systems marked a

turning point. These systems allowed single AUVs to autonomously adapt to changing conditions such

as fluctuating currents and unexpected obstacles. Neural network-based controllers [7] [8], for example,

enabled AUVs to ”learn” from their surroundings and adjust their behavior in real-time, enhancing their

ability to perform complex tasks. Fault-tolerant control systems [9] also emerged, ensuring that AUVs

could continue their missions despite potential failures, such as thruster malfunctions. These advance-

ments in single-vehicle control laid the foundation for the development of more complex multi-agent

systems.

The transition from single-vehicle to multi-agent systems involves coordinating multiple AUVs to work

together towards a common goal. Multi-agent AUV systems are essential for large-scale operations that

require extensive data collection over vast areas, such as oceanographic surveys or environmental

monitoring. The control strategies for these systems are far more sophisticated than those for individual

vehicles. One key innovation is formation control [10], which ensures that multiple AUVs maintain a

specific formation while moving through the water. This is critical in missions where the fleet’s collective

behavior determines the operation’s quality and efficiency. Techniques such as Lyapunov-based control

[11] and backstepping have been applied to manage and optimize formation control, allowing AUVs to

remain coordinated even in the presence of environmental disturbances.

Multi-agent systems also benefit from advancements in communication technology, particularly the

development of Underwater Wireless Networks (UWNs) [12]. In these systems, AUVs act as network

nodes, enabling real-time communication and data exchange among vehicles. This capability allows

AUVs to share information on their positions, detected obstacles, and mission progress, making it pos-

sible to coordinate complex behaviors such as synchronized movements or the division of tasks across

a fleet. This level of coordination dramatically increases the efficiency and effectiveness of multi-agent

AUV missions.

Leveraging the collaboration of multiple marine vehicles can significantly enhance key mission at-

tributes such as completion time, fault tolerance, and the overall system’s perception capabilities. The
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cooperation of multiple autonomous vehicles introduces substantial challenges for systems engineers,

particularly in ocean exploration and monitoring, both for scientific and commercial purposes. A sin-

gle vehicle’s limitations, including potential system failures due to heavy equipment or inefficient data

collection from covering large spatial areas, highlight the need for cooperative systems. Multiple inter-

connected vehicles, working in collaboration through a mobile communications network, can overcome

these limitations by distributing tasks and enhancing redundancy.

Several notable research projects have demonstrated the benefits of multi-vehicle systems. For ex-

ample, the MORPH project [13] successfully mapped underwater habitats using a coordinated system

of one surface vehicle and four underwater vehicles, proving the advantages of fleet-based operations.

Similarly, the WiMUST project [14] utilized a fleet of autonomous marine vehicles to enhance seismic

data acquisition, demonstrating the replacement of conventional methods with more efficient, coordi-

nated systems. These examples underscore the growing importance of multi-agent systems in under-

water missions where precise data collection and wide area coverage are paramount.

Effective communication is essential for coordinating such multi-agent systems. Acoustic communi-

cation is the most viable method for long-range communication underwater, capable of covering thou-

sands of meters. However, it presents challenges such as distortion from multi-path effects, long propa-

gation delays, and limited bandwidth. To address these limitations, advances in optical communication

have emerged as a complement for short-range, high-data-rate applications [15]. Although optical com-

munication requires precise alignment between vehicles, its integration with acoustic communication

enables AUVs to perform diverse tasks more efficiently.

In support of these multi-agent systems, underwater wireless sensor networks (UWSNs) have also

been developed to facilitate high-bandwidth data transmission for ocean exploration. These networks

consist of seabed sensors, relay buoys, AUVs, and remotely operated vehicles (ROVs), all of which

work together to perform sensing, processing, and communication tasks [16]. By integrating various

communication technologies, including acoustic and optical links, these networks enable real-time col-

laboration between vehicles, ensuring efficient data collection and environmental monitoring throughout

the mission.

In conclusion, the evolution from single-vehicle control to multi-agent systems has revolutionized un-

derwater exploration and monitoring. By leveraging advanced control techniques, robust communication

networks, and cooperative vehicle strategies, multi-agent AUV systems offer a scalable and efficient so-

lution for addressing the complex challenges of underwater missions. The integration of multiple AUVs

into coordinated fleets continues to push the boundaries of what is possible in marine research, resource

exploration, and environmental management.
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2.1.2 Advancements in Underwater Communication for Marine Vehicles

As marine exploration expands and underwater activities increase, the demand for efficient underwater

communication systems has become more critical. Traditional communication methods like acoustic

waves, while useful for long-distance communication, face challenges such as limited bandwidth, high

latency, and energy-intensive operation. This has led to a growing interest in Underwater Wireless Opti-

cal Communication (UWOC), which offers high bandwidth, low latency, and efficient power consumption

for short-range communication. UWOC has emerged as a promising solution for real-time data transmis-

sion in underwater environments, significantly improving communication efficiency in various underwater

applications, including scientific research, environmental monitoring, and resource exploration.

With the growing demands of underwater operations, such as resource extraction, wreck rescue, and

the maintenance of underwater infrastructure, Autonomous Underwater Vehicles (AUVs) and Remotely

Operated Vehicles (ROVs) have become integral to marine activities. These vehicles can be categorized

into three main types based on their communication methods: tethered vehicles, wireless vehicles, and

hybrid vehicles.

Tethered underwater vehicles are typically connected to surface control platforms via optical fibers

or electrical cables [17]. These systems offer high-speed, reliable data communication and extended

operational endurance. However, they are limited by their high manufacturing costs and restricted range

due to the physical connection. On the other hand, wireless underwater vehicles, which communicate

via acoustic waves, offer greater flexibility and can operate over vast areas. Despite this advantage, they

face challenges such as limited bandwidth, long latency, and the high power consumption required by

acoustic transceivers. Finally, hybrid underwater vehicles attempt to combine the advantages of both

tethered and wireless systems but remain impractical for large-scale implementations due to the high

costs, bulky instrumentation, and reliance on cables.

In response to these limitations, researchers have turned to Underwater Wireless Optical Communi-

cation (UWOC) to address the needs of Underwater Wireless Sensor Networks (UWSNs) for compact,

durable, and high-bandwidth underwater vehicles. UWOC is particularly effective in short-distance com-

munications, providing much higher data rates compared to acoustic methods. This has led to the

integration of UWOC systems into AUVs and ROVs, enabling these vehicles to perform real-time, high-

speed data transmission while reducing energy consumption.

One of the pioneering efforts in integrating UWOC into AUVs was the Autonomous Modular Optical

Underwater Robot (AMOUR) [18], developed by the Computer Science and Artificial Intelligence Labo-

ratory (CSAIL) at MIT. AMOUR was designed for underwater monitoring, exploration, and surveillance,

featuring a modular design that allows it to deploy and recover sensor nodes within a network. The first

iteration of AMOUR used LEDs as a light source, achieving data rates of one Kbps over a distance of

two meters. This marked an important step toward enabling high-speed communication in underwater
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environments.

Following the initial prototype, MIT researchers improved AMOUR by incorporating new features

such as remote control, localization, and Time Division Multiple Access (TDMA), further enhancing

the vehicle’s capabilities. These advancements allowed AMOUR to communicate more efficiently with

sensor networks and other AUVs, facilitating collaborative tasks like data transmission and cooperative

navigation. In subsequent experiments, researchers demonstrated the viability of collaborative Under-

water Wireless Sensor Networks (UWSNs) by utilizing AMOUR alongside other AUVs, such as the

Starbug [19], to complete complex tasks. These studies validated the potential for diverse underwater

vehicles to work together in a networked environment, significantly extending the operational capacity of

UWSNs.

A notable enhancement came with the development of AMOUR VI, which incorporated a UWOC

module for real-time control. By using blue/green LEDs as the light source, the vehicle achieved data

rates in the Mbps range with latencies of just one millisecond, making it far superior to traditional acous-

tic communication systems, which offer data rates in the hundreds of Kbps range with significantly

higher latency. The compact design of AMOUR VI, with its transmitter and receiver modules sealed in

a lightweight, transparent plastic cylinder, demonstrates the feasibility of using UWOC for high-speed

communication over short distances in underwater environments.

Beyond MIT’s contributions, other research groups [20] [21] have developed various UWOC-enabled

prototypes, further advancing the capabilities of optical wireless underwater vehicles. Some of these sys-

tems feature hybrid communication technologies, combining both acoustic and optical modules to maxi-

mize flexibility and communication efficiency. These hybrid systems offer the best of both worlds—acoustic

communication for long-distance data transmission and optical communication for high-speed, short-

range tasks.

In summary, the integration of UWOC into AUVs and ROVs represents a major leap forward in un-

derwater communication technology. By enabling high-speed, low-latency data transmission, UWOC

has the potential to transform underwater exploration, making it more efficient and responsive to the

increasing demands of marine science, resource exploration, and environmental monitoring. As UWOC

technology continues to evolve, it will play a critical role in the future of underwater wireless sensor

networks and the broader field of underwater robotics.

2.1.2.A Optical Communication Link Configurations for Underwater Systems

There are four main types of Underwater Wireless Optical Communication (UWOC) configurations, clas-

sified by the nature of the links between nodes: point-to-point line-of-sight (LOS), diffused line-of-sight

(DLOS), retro-reflector-based line-of-sight (RLOS), and non-line-of-sight (NLOS).

• Point-to-Point Line-of-Sight (LOS) In the LOS setup, a direct optical link is established between
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two devices by aligning their optical transmitters and receivers. This configuration requires a clear,

unobstructed path for efficient signal transmission, which is typically achieved using fixed platforms

or maneuverable underwater vehicles. Point-to-point LOS offers high bandwidth, low latency, and

enhanced security due to the narrow beam of the optical signal [22]. However, this method is

highly dependent on environmental conditions, such as water clarity and potential obstructions

from marine life, which may affect the direct view between devices

• Diffused Line-of-Sight (DLOS) DLOS involves the transmission of a non-directional optical signal

over short to medium distances. The signal is emitted from a central source and spreads at a

wide angle, allowing it to be received by multiple devices without requiring precise alignment.

This configuration is beneficial for multi-point transmission and simpler setup with lower costs [23].

However, DLOS is constrained by shorter ranges, reduced data rates, high attenuation caused by

seawater, multipath propagation effects, and reduced energy efficiency.

• Retro-Reflector-Based Line-of-Sight (RLOS) The RLOS configuration uses retro-reflectors to

create an optical link between two devices. In this setup, the receiver reflects light to the transmit-

ter, allowing for short-range, full-duplex communication. RLOS is particularly effective in scenarios

where power and size constraints exist [24]. It can be optimized for photon-limited or contrast-

limited environments, such as clear seawater or turbid harbor conditions. Advantages include high

energy efficiency, a compact receiver, and the potential for duplex communication. However, chal-

lenges arise from signal interference due to backscatter, signal-to-noise ratio (SNR) degradation,

and increased attenuation, as the signal must pass through the channel twice during transmission

and reflection.

• Non-Line-of-Sight (NLOS) NLOS configurations are used when direct LOS between transmitter

and receiver is obstructed, such as by marine life, air bubbles, or other objects. This method is

ideal for short to medium-range distances where direct paths are blocked. The optical signal is re-

flected off surfaces like the seabed, seawater surface, or underwater objects, reaching the receiver

from various angles. NLOS offers reduced requirements for precise alignment and tracking [25].

However, it faces significant challenges, including substantial signal loss, sensitivity to background

radiation, and potential issues such as sea surface tilt caused by wind, which can lead to signal

dispersion and reflection back to the transmitter.

2.1.2.B Technical Challenges and Performance Constraints in Underwater Optical Communica-

tion

In underwater optical communication (UWOC), the most common transmitters are laser diodes (LDs)

and light-emitting diodes (LEDs), which predominantly emit light in the visible spectrum, particularly
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within the blue wavelength range. However, some studies have also experimented with green and

red wavelengths to enhance data transmission rates [26]. Common modulation techniques used in

these systems include Pulse Amplitude Modulation 4-level (PAM4), Orthogonal Frequency Division Mul-

tiplexing (OFDM), and Quadrature Amplitude Modulation (QAM). Receivers typically use photodetectors

(PDs) or avalanche photodiodes (APDs) for signal detection, with multi-pixel photon counters (MPPC)

also being utilized in some cases [27]. UWOC systems can be integrated with other communication

media, such as free-space optics (FSO) and plastic optical fiber (POF), broadening their application

potential [28] [29].

The operational range of UWOC systems varies between studies, spanning from 2 to 100 meters.

This range is heavily influenced by the type of seawater used in experiments and its specific character-

istics, such as turbidity. A key performance metric for these systems is the bit error rate (BER), which

measures the error frequency during data transmission and is vital for assessing communication relia-

bility and efficiency. Data transmission rates in UWOC systems can reach gigabit-per-second (Gbps)

capacities, with higher rates achievable at shorter distances (typically up to 10 meters) [30]. However, as

the distance increases, the data rate tends to drop due to absorption and scattering effects. The highest

recorded data rate, 500 Gbps, was achieved using PAM4 modulation, employing four channels and dual

polarization techniques to boost throughput.

The ongoing development of UWOC aims to optimize data transmission over greater distances. How-

ever, it’s important to note that data transmission rates and communication distances are inversely pro-

portional—longer distances result in lower data rates. While high data rates have been achieved for

short distances (1 to 10 meters), these same systems can be adapted for longer distances, albeit with

reduced data rates. Even with these reductions, UWOC systems remain sufficient for certain tasks, such

as establishing wireless underwater networks or controlling underwater drones [31].

2.1.2.C Optical Signal Transmission Losses

The transmission of light in underwater environments is primarily diminished by two factors: absorption

and scattering. Absorption occurs when light energy is transformed into heat or other forms of energy,

reducing light intensity. In marine environments, this happens when photons transfer their energy to

particles within the water, decreasing the overall light output. Scattering, on the other hand, occurs

when light interacts with water molecules or suspended particles, causing the light to deviate from its

original path and reducing the strength of the optical signal. Both of these processes contribute to the

weakening of the light signal as it travels through water. A geometric representation of the water medium,

showing how absorption and scattering affect the optical signal is discussed in [32]. The corresponding

geometric model is expressed with the following formula.
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Pi (λ) = Pa (λ) + Ps (λ) + Pt (λ) (2.1)

The incident light power is denoted by Pi, while Pa and Ps represent the fractions of the incident

power that are absorbed and scattered, respectively. Pt refers to the remaining power successfully

passing through the water medium. As shown in equation 2.1, the power of the light signal is influenced

by its wavelength λ.

In the geometric model of the water medium, the total underwater attenuation is described by the

beam extinction coefficient c(λ), which is the sum of the absorption coefficient a(λ) and the scattering

coefficient b(λ), as expressed in the following formula:

c (λ) = a (λ) + b (λ) . (2.2)

The absorption, scattering, and total attenuation coefficients for various marine environments are

well-documented in the literature [33]. The propagation loss factor is determined by combining the total

attenuation coefficient c(λ) with the distance d, and its corresponding formula is provided below:

Lp (λ, d) = e−c(λ)d. (2.3)

Other factors that impact the propagation distance of an optical beam include water turbulence and

the specific type of water. Variations in temperature and salinity can alter the refractive index of water,

which in some cases leads to a reduction in signal propagation quality. Additionally, the composition of

the water itself plays a critical role. Different types of water, which may contain varying amounts of par-

ticles, plankton, chlorophyll, and other biological matter, significantly influence the degree of absorption

and scattering of light. These factors collectively shape the behavior of the optical beam and affect its

transmission efficiency over distance.

Moreover, the optical properties of water vary with depth, as the marine environment is stratified into

three vertical zones: the euphotic zone, dysphotic zone, and aphotic zone. The euphotic zone, located at

the surface, extends up to approximately 200 meters in clear seawater and is where sunlight penetrates

sufficiently for photosynthesis. Below this is the dysphotic zone, which stretches from 200 meters to

several kilometers deep, receiving only faint sunlight, insufficient for photosynthesis. The aphotic zone,

comprising the majority of the ocean’s volume, lies beneath this layer and is characterized by complete

darkness, with no sunlight penetrating this region.
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2.1.3 LUMA™ Optical Modems

The LUMA X and LUMA X-UV modems [34] are advanced optical underwater communication devices

designed to provide fast, reliable data transmission over significant distances. These modems operate

as full transceivers, enabling half-duplex communication, meaning they can both transmit and receive

data, though not simultaneously. The LUMA modems are engineered for underwater environments,

where traditional radio frequency (RF) communication systems face severe limitations due to signal

attenuation in water.

LUMA X modems use visible light (480 nm) for communication, while the LUMA X-UV variant oper-

ates using ultraviolet light (395 nm). Both variants are capable of transmitting data at rates ranging from

1 Mbit/s to 10 Mbit/s, depending on the optical conditions and configuration. These devices are particu-

larly well-suited for use in environments with clear, dark water, where they can achieve communication

ranges exceeding 50 meters. The modems feature software-controlled transmission power, allowing

them to adjust the number of active LED banks based on the communication distance and ambient light

conditions. This adaptability ensures efficient power consumption and optimal performance.

The LUMA modems can interface with both Ethernet and serial communication systems (RS232/RS485),

making them versatile tools for integrating into different network configurations. Additionally, they incor-

porate intelligent features such as auto-speed negotiation and auto-gain control, which help to maintain

stable communication even under varying environmental conditions.

These modems are compact, rugged, and rated for deepwater operations, capable of functioning

at depths of up to 6000 meters, with custom configurations available for deeper deployments. Their

robust design, combined with the ability to handle challenging underwater communication scenarios,

makes LUMA modems ideal for applications such as underwater robotics, oceanographic research, and

subsea operations where reliable wireless communication is crucial.

2.1.3.A Hardware Configuration

The physical properties of the LUMA X and LUMA X-UV modems are designed to ensure durability and

functionality in underwater environments. These properties reflect the need for compactness, robust-

ness, and resilience in challenging conditions such as high pressures, variable temperatures, and water

exposure. Table 2.1 shows the key physical characteristics of the LUMA modems:
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Specification Details
Length x Diameter (Housing) 126 x 60 mm (5” x 2.4”)
Total Length with Connector 178 mm (7”)
Weight in Air 475 g (1 lb 7 oz)
Weight in Water 125 g (10.5 oz)
Connector SubConn Ethernet Circular 8 – DBH8
Depth Rating 6000 m (19000 ft)
Operating Temperature -5°C to +40°C (23°F to +104°F)
Storage Temperature -21°C to +50°C (-6°F to +122°F)

Table 2.1: Hardware Specifications of the LUMA X Modem

The physical setup of the communication link between two LUMA X modems, as illustrated in figure

2.1, is organized to establish an optical underwater communication channel. The modems act as bridges

between two separate networks, ensuring data is forwarded between the operator PC and the remote

PC or server via optical signaling.

Figure 2.1: Physical Setup of LUMA Modems

Communication Flow

• The setup operates using two LUMA X modems that establish an optical communication link be-

tween the operator PC and the remote PC/server.

• LUMA X (1) receives Ethernet data from the operator PC and converts it into optical signals. These

signals are transmitted through water (or a controlled environment) to LUMA X (2).

• LUMA X (2) receives the optical signals and converts them back to Ethernet data, forwarding it to

the remote PC/server.

• This process allows for real-time data communication between the two PCs, using the LUMA X

modems as the optical bridge.

The physical alignment of the modems is crucial, as they rely on optical signals for data transmission.

Proper alignment and distance (typically at least one meter apart) ensure stable communication without

signal saturation or loss. Additionally, ambient light and interference need to be minimized for optimal

performance.
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2.1.3.B Software Configuration

The software configuration of LUMA X modems involves a combination of using a web-based interface

and an Application Programming Interface (API), both of which provide users with extensive control over

the modem’s operating parameters. To begin configuring the modem, users must first access the web

interface by connecting the modem to a computer via an Ethernet cable. By default, each modem is

assigned the IP address 192.168.102.101, and the web interface can be accessed through a browser by

entering this IP address. If multiple modems are present on the same network, the IP address of one

must be changed to avoid conflicts. This can be done through the web interface by accessing the IP

configuration page and setting a unique IP address, such as 192.168.102.102.

The main configuration page of the web interface provides essential information about the modem,

such as its hardware revision, firmware version, and API version. It also offers access to several con-

figuration options that allow users to adjust key operational settings. These settings include parameters

such as the auto-power feature, which automatically adjusts the modem’s power level based on distance

and ambient light conditions. This feature helps optimize power consumption. Additionally, the number

of active LED banks, which can range from one to five, can be controlled. This setting determines

how many LED banks the modem will use during transmission, with fewer LED banks reducing power

consumption but potentially decreasing range.

Another critical setting is the auto-speed feature, which allows the modem to automatically adjust its

optical transmission speed. If this feature is disabled, the user can manually set the speed to a value

between 1 MHz and 10 MHz. Furthermore, encoding can be enabled to improve link quality, though

this comes at the cost of reduced throughput. Encoding is particularly useful in environments with high

optical noise, as it enhances signal stability. The auto-gain control (AGC) feature allows the modem

to adapt to changes in ambient light by adjusting the receiver gain. Users can either enable AGC to

automatically select sensitivity levels or manually configure the sensitivity for specific conditions.

The web interface also includes a communication test page that enables users to send test messages

between two modems. This feature helps validate the communication link before proceeding with actual

data transmission, ensuring the modems are correctly aligned and functioning.

In addition to the web interface, the LUMA X modems can be configured programmatically using

an API based on the REST architecture. This API allows users to make HTTP requests to configure

and monitor the modems. For example, users can adjust optical speed, the number of LED banks,

and enable or disable auto-gain control through the API. Real-time status information, such as signal

strength, temperature, and noise levels, can also be retrieved programmatically. This flexibility makes

the API ideal for integrating the LUMA modems into larger systems or custom software environments

where automated control is necessary.

Once configuration changes are made, they can be saved to the modem’s ROM to ensure that the
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settings persist after a reboot. The API also provides the option to remotely reboot the modem, which is

useful for applying configuration changes or resetting the device after updates.

Firmware upgrades are another important aspect of software configuration. To upgrade the modem’s

firmware, users need to use the LumaConf software, which communicates with the modem via a serial

connection. The modem must be put into bootloader mode for the firmware upgrade process to begin.

Once in this mode, users can upload the latest firmware file and apply the update, ensuring the modem

has the most current features and improvements.

Overall, the software configuration of the LUMA X modem is highly flexible and user-friendly. The

combination of the web interface and API offers extensive control over the modem’s performance, allow-

ing users to adjust it to meet the needs of various underwater communication scenarios. Through these

interfaces, users can optimize power usage, transmission speed, and signal quality while monitoring

real-time status and applying updates when necessary.

2.1.3.C Power Configuration

The power configuration of the LUMA X modems is designed to optimize energy consumption while

maintaining reliable communication performance in various underwater environments. This configura-

tion primarily revolves around controlling the number of active LEDs, adjusting power based on signal

strength and distance, and managing the modem’s temperature to prevent overheating.

One of the central features in power management is the auto-power function, which allows the mo-

dem to automatically adjust its power consumption based on the distance between the two communicat-

ing modems and the level of ambient light. When enabled, the modem dynamically changes the number

of active LED banks depending on the strength of the received signal. This ensures that the modem

only uses the necessary amount of power for transmission, conserving energy while still maintaining a

robust communication link. If the modems are far apart or if ambient light is high, more power and LED

banks are used; however, when conditions are optimal (such as when the modems are close), fewer

LEDs are activated, reducing power consumption.

In addition to auto-power, users can manually configure the maximum number of LED banks the mo-

dem will use during operation. The LUMA modems are equipped with up to five LED banks, and limiting

the number of active banks can be an effective way to save energy. For example, if communication is

taking place over a shorter distance where full power is not required, the user may set the maximum

number of active LED banks to a lower value. This manual configuration allows for further control over

power usage, particularly in scenarios where energy conservation is a priority.

Another key aspect of power configuration is overheat protection. When the modem operates outside

of water or in situations where it begins to overheat, it automatically reduces the number of active LED

banks to maintain a safe operating temperature. This ensures that the modem can continue functioning
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without sustaining damage from excessive heat, particularly during extended periods of transmission

or in environments where cooling is less efficient. The modem’s internal systems continuously monitor

temperature, and if it reaches a critical level (typically around 60◦ C), the modem scales back its power

output by deactivating some LED banks to lower the temperature.

Power consumption is also directly related to the modem’s transmission speed. Higher optical trans-

mission speeds, such as 10 MHz, consume more energy compared to lower speeds like 1 MHz. If energy

efficiency is a priority, users can configure the modems to operate at lower transmission speeds, reduc-

ing the overall power draw. This balance between speed and power allows for tailored configurations

based on the specific needs of the communication environment.

In summary, the power configuration of the LUMA X modems is highly adaptable, allowing for auto-

matic adjustments through the auto-power feature and manual control over the number of active LED

banks. The modems are designed to conserve energy when possible while still delivering reliable com-

munication, with additional protections in place to prevent overheating. These features make the LUMA

modems suitable for a wide range of underwater applications, where energy efficiency and operational

reliability are critical.

2.1.3.D API for Operating LUMA Modems

The LUMA modems can be operated and configured using an API (Application Programming Interface)

provided by Hydromea. This API allows for communication and control of key operating parameters.

The API is based on REST architecture, which means it interacts using standard HTTP requests. Table

2.2 describes the key API parameters:
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API Endpoint Parameter Description

status.json

amplitude Current amplitude value (auto gain selected)
ambient Ambient light value detected by the sensor
temperature Current temperature of the modem
throughput received sec Data received per second (bits/s)
crc errors sec CRC errors encountered in the last second
pkt recv sec Number of packets received per second

general info.json

hw version Hardware version of the modem
fw version Firmware version of the modem
api version API version in use
proc id Unique processor identifier

parameters.json

optical speed Optical speed (1, 4, 6, 8, 10 MHz)
nb led Number of active LED banks (1-5)
encoding Encoding (0 = No encoding, 1 = Encoding)
auto gain control Automatic gain control (0 = Off, 1 = On)
nb receivers Number of receivers (1-4)
auto power Automatic power control (0 = Off, 1 = On)

control.json

save parameters Save parameters to ROM
reset parameters Reset all parameters to factory defaults
reboot Reboot the modem
save ip address Save the IP address configuration

Table 2.2: API Parameters for Operating LUMA Modems

The LUMA modem API provides extensive control and monitoring capabilities, enabling users to ad-

just key parameters such as optical speed, LED banks, and gain control, as well as retrieve real-time

status information. This flexibility is crucial for fine-tuning performance in various underwater environ-

ments, ensuring that the modems operate optimally under different conditions.

2.2 AUV Formation Control Protocols

The control strategies for managing formations of Autonomous Underwater Vehicles (AUVs) are gener-

ally categorized into two primary approaches: centralized coordination and decentralized coordination.

In a centralized system, a central controller is responsible for planning the actions of each AUV. This con-

troller has access to global information regarding the entire formation, allowing it to issue precise control

commands that guide the collective behavior of the group. While centralized systems offer the advan-

tage of comprehensive oversight, they tend to be less practical in dynamic underwater environments

due to the reliance on constant communication and the potential for single points of failure.

On the other hand, decentralized coordination relies on the autonomy of individual AUVs. In this

framework, there is no central entity directing the group’s movements. Instead, each AUV operates

based on locally available information and interacts with its immediate neighbors. Decentralized systems

are more robust in practice, particularly in underwater environments, where communication constraints

and environmental disturbances can make continuous communication difficult. AUVs in decentralized
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systems are equipped with advanced sensing and decision-making capabilities, allowing them to navi-

gate, adapt, and coordinate their actions autonomously.

Due to the self-sufficient nature of modern AUVs—capable of perceiving their surroundings, mak-

ing decisions, and maintaining communication with neighboring vehicles—most research efforts have

focused on developing decentralized coordination protocols. Centralized approaches, while theoreti-

cally possible, have garnered less attention in AUV/ROV formation control research, primarily because

decentralized systems provide greater flexibility and robustness in real-world applications.

Given this understanding, the primary focus lies on decentralized coordination control strategies,

which encompass approaches such as the leader-following structure, virtual structure, behavior-based

methods, artificial potential fields, and other widely adopted frameworks.

2.2.1 Leader-Following Structure

Due to its simplicity and intuitive framework, the leader-following structure is one of the most widely

used methods for controlling formations in multi-agent systems. In this approach, one or more agents

are designated as leaders, while the remaining agents function as followers. Only the leaders have

access to the desired reference signal, and their primary task is to track this reference trajectory. In

the traditional leader-following model, there is no direct communication between the leaders and the

followers. The followers’ sole objective is to maintain a predetermined relative position and orientation

(pose) with respect to the leaders [35] [36]. By doing so, the overall formation control goal is achieved if

each vehicle reaches its target.

This method offers several advantages, including ease of implementation and flexibility in adding

or removing vehicles from the formation. Furthermore, because neighboring vehicles do not interact

directly, the stability of the entire formation can be analyzed using graph-based approaches, making it

simpler to ensure system stability.

However, the leader-following approach has a significant drawback: the overall performance of the

formation heavily depends on the behavior of the leaders and the reliability of the communication net-

work. In underwater environments, where unpredictable faults are common, any failure of the lead

agents or the communication system can potentially disrupt the entire formation. To address this vulner-

ability and enhance the robustness of the leader-following method, the virtual leader concept has been

introduced. In this approach, no physical vehicles serve as leaders; instead, a virtual leader guides the

formation, thereby mitigating the risks associated with leader or communication failures.

This method provides a more resilient solution; however, one critical challenge remains—the as-

sumption that all vehicles in the group have access to the virtual leader’s trajectory information. This

is often a strong assumption and may not hold in many real-world applications, where such information

may be difficult to obtain due to environmental or technical constraints.
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2.2.2 Virtual Structure Approaches

The virtual structure approach is another widely used method for coordinating multi-agent formations,

and it shares similarities with the virtual leader strategy. First introduced to address the cooperative

control of multiple mobile robots, this approach defines a set of virtual points for each vehicle in the

formation. These points are based on the desired formation configuration and the trajectory to be fol-

lowed [37]. In this framework, each vehicle is assigned a specific reference point, transforming the

formation-tracking problem into a position-tracking control issue. The goal is to minimize the error be-

tween the vehicle’s actual position and its designated reference point. Due to its simplicity and ease of

analysis, the virtual structure method has been widely adopted for achieving formation control in various

applications.

However, this approach has several notable limitations. Firstly, similar to the virtual leader method,

the virtual structure approach heavily depends on predefined reference trajectories, which may not al-

ways be feasible or realistic in dynamic, real-world environments. Secondly, the approach is not easily

scalable; expanding the AUV formation requires redesigning the virtual reference points based on the

desired formation pattern, which can be a complex and time-consuming process. Lastly, the lack of direct

information exchange between neighboring vehicles limits cooperation within the formation, reducing the

overall coordination performance.

2.2.3 Behavior-Based Approaches

Unlike the previously discussed methods, behavior-based approaches rely on explicit mutual communi-

cation among vehicles in a formation system. Rather than prescribing predefined reference trajectories,

the behavior-based method allows each vehicle in the formation to make autonomous decisions based

on locally available information, such as its state, environmental conditions, and the states of neighboring

vehicles [38]. The predefined goals typically include objectives like target tracking, obstacle avoidance,

collision prevention, and maintaining appropriate distances between vehicles. The control actions for

each vehicle are determined by a weighted combination of these objectives, enabling the vehicle to

balance multiple competing priorities.

Due to its multi-objective and distributed nature, the behavior-based approach has gained consider-

able attention in recent years, particularly in research related to multi-agent coordination and coopera-

tion. Its ability to operate with only local information while still achieving global coordination makes it an

attractive solution for many complex systems.

However, despite these advantages, behavior-based methods present challenges, especially when

scaling the system to include more vehicles and behaviors. As the complexity of the formation grows, it

becomes increasingly difficult to analyze and ensure the stability of the entire system. This limitation has
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hindered the widespread practical application of behavior-based approaches in certain contexts, where

the stability and predictability of the system are critical.

2.2.4 Artificial Potential Field (APF) Approaches

The Artificial Potential Field (APF) approach was originally developed by Khatib to generate obstacle-

free paths for manipulators and mobile robots in path-planning tasks. The key principle of this method

involves defining a set of artificial potential functions designed to guide vehicles toward their target while

simultaneously avoiding obstacles. These potential functions are conceptually similar to potential energy

in physics, generating corresponding forces that influence the movement of the vehicles [39]. Specifi-

cally, two types of potential functions are utilized: one generates attractive forces that pull the vehicles

toward the target, and the other produces repulsive forces to push the vehicles away from obstacles, as

illustrated in Figure 6. The interaction between these attractive and repulsive forces enables the vehicles

to reach their goals while avoiding collisions with obstacles.

Due to its clear physical interpretation and practical applicability, the APF approach has been widely

adopted in multi-agent systems to facilitate coordination and cooperation. It is particularly useful for dis-

tributed control, where vehicles rely on local information to achieve multiple objectives. Like the behavior-

based approach, APF makes it relatively easy to design distributed controllers capable of achieving goals

such as obstacle avoidance and target tracking without requiring global information.

Despite its strengths, the APF approach has a notable limitation: the possibility of vehicles getting

trapped in points where the net force acting on them is zero, a phenomenon known as local minima. This

issue can prevent the vehicles from reaching their intended targets. Additionally, as with behavior-based

methods, analyzing the stability of APF-based multi-agent systems becomes increasingly complex as the

size of the group grows. This complexity poses challenges in ensuring reliable performance, particularly

in larger-scale applications

2.2.5 Auction-Based Approaches

Another significant strategy in multi-agent control is the auction-based approach, which focuses on dy-

namically allocating tasks to vehicles based on their current states and capabilities. This method is

particularly effective in missions involving multiple AUVs, where each vehicle is responsible for scanning

different areas or investigating specific targets. Tasks are essentially ”auctioned” to the vehicles best

positioned to perform them, optimizing the overall efficiency by ensuring that each task is completed by

the most capable vehicle at any given time. This strategy not only enhances resource utilization but also

minimizes mission duration by allocating tasks in a way that maximizes the fleet’s effectiveness.

However, the auction-based approach is highly dependent on reliable communication between vehi-
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cles, which can be problematic in underwater environments due to the challenges of transmitting data

over long distances. The success of this method hinges on real-time communication to ensure that

task allocation remains efficient. To mitigate communication challenges, some systems incorporate pre-

dictive models that estimate the future states of vehicles, as well as periodic synchronization, which

allows coordination to be maintained even when communication is intermittent or delayed. These adap-

tations help ensure that the fleet continues to operate smoothly, even under suboptimal communication

conditions.

2.2.6 Model Predictive Control (MPC) for AUVs

Model Predictive Control (MPC) has gained considerable attention as a method for controlling Au-

tonomous Underwater Vehicles (AUVs) in three-dimensional space. MPC is particularly advantageous

in dynamic and uncertain environments, which are common in underwater operations [40]. The strength

of MPC lies in its ability to optimize control inputs in real-time by predicting the future states of both

the vehicles and their surrounding environment. This predictive capability is essential for underwater

missions, where variables such as water currents, obstacles, and environmental changes constantly

influence vehicle behavior.

MPC operates by continuously updating control inputs based on these predictions, allowing AUVs to

proactively adjust their paths to avoid hazards while maintaining coordination with other vehicles in the

fleet. This dynamic adaptability ensures that AUVs can navigate efficiently, even in environments where

conditions fluctuate rapidly. Moreover, MPC’s real-time decision-making process enhances the overall

coordination between multiple AUVs, enabling them to work together more effectively while reducing the

likelihood of collisions or mission delays.

In addition to its robustness in handling uncertainties, MPC is well-suited for multi-agent systems, as

it allows for distributed implementation where each AUV can independently calculate its control actions

based on local information and predicted future states. This makes MPC a powerful tool for ensuring the

reliability and success of complex underwater missions, especially those requiring precise navigation

and coordination in challenging environments.

2.2.7 Robust H2 Control in AUV Formation

In the context of autonomous underwater vehicles (AUVs), H2 controllers offer a valuable approach for

handling complex underwater dynamics and environmental uncertainties [41]. Using optimal control

theory, H2 controllers minimize the system’s 2-norm, aligning closely with the linear quadratic Gaussian

(LQG) problem and allowing for systematic robustness adjustments within feedback control systems.

This optimization approach is especially relevant for AUV applications involving multi variable output
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feedback, where precision in tracking and disturbance rejection is critical.

Given the underwater environment’s nonlinear and coupled hydrodynamics, effective AUV control

requires simplification through linearized models. By applying an H2 control strategy to a reduced-order,

linearized model of an AUV, controllers can focus on stabilizing depth-plane motion despite time delays

and output disturbances. This is especially valuable for leader-follower setups, where synchronization

and accurate positioning of agents are crucial. For instance, an H2 controller enables smooth tracking of

a leader vehicle by a follower even when there are model uncertainties due to environmental changes,

such as varying water currents [42] [43].

Using H2 control in AUVs helps mitigate issues like input delays, which can otherwise destabilize

or reduce control accuracy. In practical tests, robust H2 controllers demonstrate improved depth track-

ing and robustness over simpler controllers like PD controllers. This makes H2 controllers well-suited

for applications like underwater optical wireless communications between leader-follower AUVs, where

maintaining precise alignment and communication links under dynamic conditions is essential for reliable

data exchange and navigation.

As the focus shifted to multi-agent systems, the development of control strategies specifically tailored

to these systems became crucial. In underwater environments, the control of multi-agent AUV systems

presents unique challenges due to the harsh conditions and the limitations of underwater communica-

tion. Unlike terrestrial or aerial multi-agent systems, underwater systems must contend with the high

attenuation of radio waves in water, which limits communication to low-bandwidth acoustic channels.

These constraints necessitate the design of control algorithms that are robust to intermittent communi-

cation and capable of operating with minimal information exchange.

2.3 Challenges and Innovations in Underwater Communication for

Multi-Agent Systems

The control of autonomous marine vehicles, particularly in multi-agent systems, has traditionally relied

on various communication technologies to ensure coordination and data exchange between vehicles.

Among these, acoustic communication has been the most widely adopted due to its ability to oper-

ate over long distances, sometimes reaching several kilometers. However, despite its widespread use,

acoustic communication presents significant challenges that limit its effectiveness in dynamic and com-

plex underwater environments.

One of the primary limitations of acoustic communication is its low bandwidth. Typically, acoustic

channels offer data rates in the range of kilo-bits per second, which is insufficient for transmitting large

amounts of data or high-frequency updates necessary for real-time control. This low bandwidth becomes

a bottleneck in missions that require precise coordination between multiple vehicles, as the limited data
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throughput can lead to delays in command execution and information sharing.

In addition to bandwidth limitations, acoustic communication is also plagued by high latency. The

propagation speed of sound in water is much slower than electromagnetic waves in air, resulting in

noticeable delays when transmitting signals over long distances. This latency can disrupt the timing

of coordinated maneuvers, making it difficult to maintain formation or execute synchronized actions.

Furthermore, the underwater environment introduces complexities such as multi-path distortion, where

acoustic signals reflect off surfaces like the seabed or water surface, leading to interference and signal

degradation. These factors contribute to a less reliable communication system, particularly in environ-

ments with complex terrain or where precision is crucial.

Radiofrequency (RF) communication, while commonly used in terrestrial and aerial applications,

faces severe limitations underwater. The high attenuation of RF signals in water restricts their effective

range to just a few meters, rendering RF communication impractical for long-distance interactions be-

tween underwater vehicles. Even within its short range, RF communication demands significant power

to penetrate the water medium, which is a considerable drawback given the energy constraints typically

faced by autonomous vehicles. The combination of short-range and high energy consumption makes

RF communication less suitable for coordinating multiple AUVs in a marine environment, particularly

when those vehicles need to operate over large areas.

Hybrid communication systems, which attempt to combine the strengths of acoustic and optical or

RF communication, have been proposed to address some of these limitations. These systems aim

to use acoustic signals for long-range communication while leveraging optical or RF signals for high-

bandwidth, short-range exchanges. However, these hybrid approaches introduce new challenges. The

management of multiple communication channels increases the system’s complexity and may introduce

additional points of failure. Moreover, hybrid systems are still subject to the inherent limitations of the

individual communication technologies they incorporate. For instance, while optical communication of-

fers high data rates, it requires line-of-sight between vehicles and is limited in range, making it difficult to

maintain consistent communication in environments where the vehicles may be separated by obstacles

or varying terrain.

2.3.1 Leader-Follower Controller Using LUMA ™ Optical Modems: A State-of-

the-Art Approach

In contrast to the aforementioned methods, the leader-follower control algorithm implemented using

optical communication represents a significant advancement in the field of underwater vehicle coordina-

tion. This approach addresses many of the challenges posed by traditional communication methods by

leveraging the strengths of optical communication within a well-defined control framework.

Optical communication, unlike acoustic or RF methods, offers significantly higher data rates, reach-
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ing into the megabits per second range. This capability is particularly advantageous in scenarios where

vehicles need to exchange large amounts of data rapidly, such as during complex coordinated maneu-

vers or when sharing sensor data in real time. The leader-follower control strategy enhances this by

simplifying the communication requirements. In this setup, one vehicle—the leader—takes on the re-

sponsibility of navigation and path planning, while the follower vehicle maintains a set formation relative

to the leader. This reduces the need for continuous, bidirectional communication and allows the follower

to rely on periodic updates from the leader, ensuring that both vehicles stay coordinated.

The primary limitation of optical communication is its requirement for line-of-sight and its limited

range. However, these limitations are mitigated in the leader-follower configuration, where the vehicles

are kept close, ensuring a stable optical link. By focusing on short-range, high-bandwidth communica-

tion, the system maximizes the benefits of optical communication while avoiding the pitfalls of long-range

acoustic communication’s low bandwidth and high latency. This makes the leader-follower approach not

only effective but also highly reliable, as it reduces the likelihood of communication interruptions and

ensures that the follower vehicle can respond promptly to the leader’s commands.

In the event of a temporary loss of communication, the follower vehicle is programmed to use signal

strength as a backup mechanism. By interpreting signal strength indicators, the follower can locate the

leader’s approximate position and re-establish communication. When communication is lost, the follower

switches to a search mode using signal strength as a feedback parameter. It initiates a systematic

scanning maneuver, such as spiraling or moving in a grid pattern, while continuously monitoring the

signal strength of any intermittent optical signal detected. The objective is to maximize signal strength,

guiding the follower closer to the leader. Once optimal signal strength is re-established, indicating that

the leader is within effective communication range, the follower attempts to reinitiate full communication.

Additionally, the follower vehicle will send an automatic alarm to the remote operator, notifying them of

the communication loss, and enabling further intervention if needed.

The simplicity of the leader-follower model contributes to the robustness of the system. The follower

vehicle mirrors the leader’s actions, following its path and maintaining the desired formation. This re-

duces the computational burden on the follower and minimizes the potential for errors, as the system’s

success hinges on the performance of the leader vehicle, which can be equipped with more sophisti-

cated navigation and control systems.

In summary, the leader-follower control algorithm using optical communication is a state-of-the-art

solution that effectively addresses the challenges of underwater vehicle coordination. By leveraging op-

tical communication’s high data rates and the straightforward nature of the leader-follower dynamic, this

approach offers a robust, reliable, and efficient method for managing two marine vehicles in coordina-

tion. The strategic use of optical communication within this framework not only improves the precision

of coordinated actions but also enhances the system’s overall reliability, making it a superior choice
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compared to traditional methods.
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This part of this chapter will focus on the SNAME [44] (Society of Naval Architects and Marine

Engineers) notation for marine craft, diving into a standard framework used to describe and categorize

the physical and operational characteristics of marine vehicles, including ROVs like the BlueRov2. The

notation of marine vehicles are summarised for all 6 degrees of freedom in the tables 3.1 and 3.2:

Figure 3.1: BlueROV 2

DOF Forces/Moments Linear &Angular Velocities Positions/Angles(euler)
Surge X u x
Sway Y v y
Heave Z w z

Roll K p ϕ
Pitch M q θ
Yaw N r ψ

Table 3.1: SNAME notation for Marine Vessels

DOF Added Mass Linear Damping
Surge Xu̇ Xu

Sway Yv̇ Yv
Heave Zẇ Zw

Roll Kṗ Kp

Pitch Mq̇ Mq

Yaw Nṙ Nr

Table 3.2: SNAME notation for hydrodynamic parameters.
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3.1 Estimation of Model Parameters

The dynamic equations of motion for an ROV, drawn from Fossen’s vectorial robot model [41], consist of

the kinematic equation 3.1 and the kinetic equation 3.2, outlined below:

η̇ = J(η)υ (3.1)

Mυ̇ + C(υ)υ +D(υ)υ + g(η) = τ (3.2)

where

η =


x
y
z
ψ

 ; υ =


u
v
w
r

 (3.3)

The equation (3.1) gives the relationship between the velocities in the body frame and NED frame, where

J is the transformation matrix between the body and the NED frame. The equation (3.2) is in the body

frame and is divided into rigid body forces and hydrodynamic forces.

• M = MRB +MA is the mass matrix that contains the rigid body mass and added mass effects.

• C = CRB + CA is the coriolis force due to rigid body and added mass effects.

• D = DL +DNL is the linear and non-linear damping forces.

• η is the position and orientation in NED frame, and ν is the velocities in body frame.

• g is the force due to gravity and buoyancy affecting the marine system.

• g0 is an optional term that is the static restoring forces and moments due to ballast systems and

water tanks.

• τ is the combination of outside forces acting on the system which includes the force from thrusters

control, current etc.

For this thesis work, control is implemented with four degrees of freedom: surge, sway, heave, and

yaw. It is assumed that the BlueROV2 has been designed with inherent stability in the pitch and roll axes,

eliminating the need for active control in these degrees of freedom. The scope of this work focuses on

low-speed operations, where certain dynamic effects, such as Coriolis forces and added mass in specific

directions, can be considered negligible. This allows for simplifications in the system dynamics, reducing

the computational load and improving the efficiency of the control algorithms. The estimation and mea-

surement methods for each critical parameter will be discussed in detail, along with the justification for
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neglecting specific parameters that have minimal influence on system behavior at the operating speeds

considered.

3.1.1 Mass and Added Mass

The mass matrix consists of the rigid body mass and the added mass

M :=MRB +MA (3.4)

For the reduced 4DoF model, these are considered as in [41], as

MRB : =


m 0 0 0
0 m 0 0
0 0 m 0
0 0 0 Iz



MA : =


−Xu̇ 0 −Xẇ 0
0 −Yv̇ 0 mxg − Yṙ

−Xẇ 0 −Zẇ 0
0 mxg − Yṙ 0 −Nṙ

 ,
(3.5)

where Xu̇, Yv̇, Zẇ are the added mass coefficients in the surge, sway, and heave directions, respectively.

Nṙ is the added mass coefficients related to the yaw motion. m is the mass of the BlueROV2 and xg = 0.

These coefficients represent the additional inertia that needs to be overcome due to the acceleration of

water as the vehicle moves. They are crucial for accurately modeling and controlling the dynamics

of underwater vehicles. In practical applications, the off-diagonal elements of MA are often negligible

compared to the diagonal terms. As a result, the added mass matrix can be simplified to:

MA =M⊤
A = −


Xu̇ 0 0 0
0 Yv̇ 0 0
0 0 Zẇ 0
0 0 0 Nṙ


These hydrodynamic parameters of added mass are taken from [45]

MA = −


5.5 0 0 0
0 12.7 0 0
0 0 14.57 0
0 0 0 0.12


Each coefficient quantifies the additional inertia that must be overcome due to the acceleration of water

in each respective motion direction. This matrix is crucial for accurately modeling the dynamic behavior

of underwater vehicles in these considered four degrees of freedom.
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3.1.2 Damping Loads

The damping forces can be divided into linear and nonlinear forces according to [41], given as

D(νr) := DL +DNL(νr), (3.6)

where

DL :=


Xu 0 0 0
0 Yv 0 0
0 0 Zw 0
0 0 0 Nr

 (3.7)

DNL :=


X|u|u|u|+Xuuuu

2 0 0 0
0 Y|v|v|v|+ Yvvvv

2 0 0
0 0 Z|w|w|w|+Xwwww

2 0
0 0 0 N|r|r|r|+Nrrrr

2

 . (3.8)

In this thesis work, the nonlinear damping terms will be omitted since, at low speeds, the linear terms

have a more significant influence.

The parameters for the linear terms will be determined through an experimental setup, which will

be used to identify the lateral damping forces as proposed by [46]. It is assumed that the damping

coefficients remain consistent across operations. Consequently, the damping coefficients and the corre-

sponding damping matrix are determined as follows:

DL :=


−4.03 0 0 0

0 −6.22 0 0
0 0 −5.18 0
0 0 0 −0.07

 (3.9)

3.1.3 Coriolis Effects

The Coriolis-centripetal matrix is a combination of the rigid body and the added mass effects, given as

C(ν) := CRB(ν) + CA(ν). (3.10)

For rigid body in 6DOF, CRB(ν) is given as

CRB(ν) =

[
0 −mS(ν1)−mS(ν2)S(r

b
g)

−mS(ν1) +mS(rbg)S(ν2) S(Ibν2)

]
, (3.11)

where m is the mass, Ib is the inertia matrix about CO, S is the cross-product operator, rbg is the distance

vector from CO to CG, and ν1 = [u, v, w]T and ν2 = [p, q, r]T [41]. The CO is taken to be CG, which

means that rbg = 0. This reduces to
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CRB(ν) =


0 0 0 mv
0 0 0 −mu
0 0 0 0
mv −mu 0 0

 , (3.12)

while the coriolis-added matrix is modelled as

CA(νr) =


0 0 0 Yv̇v
0 0 0 −Xu̇u
0 0 0 0

−Yv̇v Xu̇u 0 0

 . (3.13)

3.1.4 Control Allocation

The control forces acting on the ROV, denoted by τ , describe the relationship between the thruster

forces and the resulting loads on the ROV. The 4DOF control forces for surge, sway, heave, and yaw are

expressed in body coordinates as:

τ :=


Fx

Fy

Fz

Mz

 (3.14)

For this thesis, a thrust allocation matrix that translates the thruster forces into the corresponding 4DOF

body forces was already computed [45]. As a result, only the body control loads Fx, Fy, Fz,Mz will be

used directly.

3.1.5 Transformation between reference frames

The transformation matrix, which is the combination of the rotation and translation matrix according

to [41] is given as

JΘ(η) :=

[
R(Θ)nb 03×3

03×3 T (Θ)nb

]
, (3.15)

and the reduced 4DoF matrix is

J =


cosψ − sinψ 0 0
sinψ cosψ 0 0
0 0 1 0
0 0 0 1

 . (3.16)

This matrix is used in the conversion from the NED frame to the Body frame.
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3.2 Control System Design

The development of distributed protocols for networked multi-agent systems has been a prominent re-

search area in systems and control over the past two decades. This interest stems from the wide range

of potential applications for multi-agent systems, including smart grids, formation control, and intelligent

transportation systems. A key challenge in linear multi-agent systems lies in designing distributed pro-

tocols that minimize given quadratic cost functions while ensuring that the agents achieve a common

objective, such as synchronization.

This thesis work addresses the distributed H2 optimal control problem for multi-agent systems using

dynamic output feedback. Specifically, it examines a system with one leader and one follower, aiming

to develop a protocol that guarantees consensus between the two agents, while maintaining the H2

cost below a predetermined upper limit. Communication between the leader and follower is facilitated

through LUMA™ optical modems, which transmit the leader’s states.

3.2.1 Notations

In this work, the set of real numbers is represented by R, and the space of n-dimensional real vec-

tors is denoted as Rn. The vector 1n ∈ Rn has all its components equal to 1, and In represents

the identity matrix of size n × n. For a symmetric matrix P , we write P > 0 if P is positive definite,

and P < 0 if P is negative definite. The trace of a square matrix A is denoted as tr(A). A matrix

is considered Hurwitz if all of its eigenvalues have negative real parts. The diagonal matrix with ele-

ments d1, d2, . . . , dn on its diagonal is denoted by diag(d1, d2, . . . , dn), where d1, d2, . . . , dn are scalars.

For a set of matrices M1,M2, . . . ,Mm, the block diagonal matrix with diagonal blocks Mi is written as

blockdiag(M1,M2, . . . ,Mm). The Kronecker product of two matrices A and B is denoted by A⊗B.

3.2.2 Graph Theory

A directed weighted graph is denoted by (V, E), where V = {1, 2, . . . , N} represents the set of nodes,

and E = {e1, e2, . . . , eM} represents the set of edges, such that E ⊆ V × V. The adjacency matrix

A = [aij ] consists of non-negative elements aij , which represent the edge weights. If (i, j) ∈ E , then

aji > 0; otherwise, aji = 0.In the given graph theory context, the indices i and j represent the nodes of

the graph. The pair (i, j) ∈ E represents an edge from node i to node j, where E is the set of edges. If

the graph is undirected, (i, j) ∈ E implies (j, i) ∈ E , meaning the edge is bidirectional between nodes i

and j. If i = j, it represents a loop, which is not allowed in a simple graph, as (i, i) /∈ E .

A graph is undirected if aij = aji for all i, j. It is referred to as simple if aii = 0 for all i. A simple

undirected graph is connected if, for each pair of nodes i and j, there is a path from i to j. For a given
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simple undirected weighted graph G, the degree matrix is the diagonal matrix D = diag(d1, d2, . . . , dN ),

where di =
∑N

j=1 aij . The Laplacian matrix of the graph is defined as L = D −A.

For an undirected graph, the Laplacian matrix is symmetric, and its eigenvalues are non-negative.

A simple undirected graph is connected if and only if the Laplacian matrix has a simple eigenvalue at

zero. In this case, there exists an orthogonal matrix U such that U⊤LU = Λ = diag(0, λ2, . . . , λN ), with

0 < λ2 ≤ · · · ≤ λN .

3.2.3 Leader-Follower Dynamics

We consider a leader-follower network, where the underlying graph consists of one leader (indexed as

l) and one follower (indexed as i). The dynamics of both agents are described by the nominal finite-

dimensional linear time-invariant system.

The leader’s dynamics are described as:

ẋl(t) = Axl(t),

yl(t) = C1xl(t),

zl(t) = C2xl(t)

(3.17)

while the follower’s dynamics are given by:

ẋi(t) = Axi(t) +Bui(t) + Edi(t),

yi(t) = C1xi(t) +D1di(t),

zi(t) = C2xi(t) +D2ui(t)

(3.18)

where xi, yi, zi, ui, di represent the state, measured output, output to be controlled, input, and external

disturbance for the follower, respectively. The matrices A,B,C1, C2, D1, D2, E have appropriate dimen-

sions. We assume that the pair (A,B) is controllable and (C1, A) is observable. Both agents follow the

same linear input-output model.

It is assumed that the follower has access to the relative output measurements from the leader,

and we use output feedback protocols. Following the approach in [47], the observer-based distributed

dynamic protocol is:

ẇi = (A−GC1)wi +
∑
j∈Ni

[BF (wi − wj) +G(yi − yj)],

ui = Fwi

(3.19)

where G ∈ Rn×r and F ∈ Rm×n are feedback gain matrices designed to ensure synchronization be-

tween the leader and the follower. The leader’s state is available to the follower through a simple,

undirected, and connected graph. To understand the structure of this protocol, notice that agent i re-
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ceives information
∑

j∈Ni
(yi − yj), i.e., the sum of the relative outputs with respect to its neighbors. The

first equation has the structure of an observer for the sum of the relative states, i.e.,
∑

j∈Ni
(xi − xj),

with wi representing the estimated value. It can be easily seen that the error ei := wi −
∑

j∈Ni
(xi − xj)

satisfies the dynamics

ėi = (A−GC)ei. (3.20)

The second equation is a static gain, feeding the estimate wi back to agent i. By interconnecting the

agents using this protocol, we obtain the closed-loop dynamics of the entire network as:

ẋ = (I ⊗A)x+ (I ⊗B)u+ (I ⊗ E)d,

y = (I ⊗ C1)x+ (I ⊗D1)d
(3.21)

and,
ẇ = [(I ⊗ (A−GC1)) + (L⊗BF )]w + (L⊗G)y,

u = (I ⊗ F )w.
(3.22)

This leads to the network dynamics:

[
ẋ
ẇ

]
=

[
I ⊗A I ⊗BF

L⊗GC1 I ⊗ (A−GC1) + (L⊗BF )

] [
x
w

]
+

[
I ⊗ E

L⊗GD1

]
d (3.23)

Primarily, we aim for the protocol 3.19 to solve the leader-follower consensus control issue for agents

3.17 and 3.18. In the leader-follower consensus framework, the followers’ states must match the leader’s

state. Thus, we are concerned with the differences between the states of the leader and followers. To

formalize this, we introduce the error state variable for the follower as ei = xi − xl, where the leader-

follower consensus is achieved if ei = 0, as t→ ∞.

In the case of distributed H2 optimal control for multi-agent systems, we focus on the differences

between the leader’s and followers’ output values. Thus, the performance output variable is ϵi = zi − zl,

representing the output disagreement between the leader and the followers.

The dynamics of this error system yield the following controlled error system:

[
ė
ẇ

]
=

[
I ⊗A I ⊗BF

L⊗GC1 I ⊗ (A−GC1) + (L⊗BF )

] [
e
w

]
+

[
I ⊗ E

L⊗GD1

]
d (3.24)

and,

ϵ =
[
IN−1 ⊗ C2 IN−1 ⊗D2F

] [ e
w

]
. (3.25)

Simplifying 3.24 and 3.25 gives us:

[
ė
ẇ

]
=

[
Aw

] [ e
w

]
+

[
Bw

]
d (3.26)
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and,

ϵ =
[
Cw

] [ e
w

]
. (3.27)

The impulse response matrix of this controlled error system is:

hF,G(t) = Cwe
tAwBw (3.28)

Associated cost function H2 derived from [48] is:

J(F,G) :=

∫ ∞

0

tr
[
h⊤F,G(t)hF,G(t)

]
dt. (3.29)

The network is considered synchronized by the protocol if, we have xf → xl and wi → 0 as t → ∞.

For an undirected graph, the Laplacian L is a real symmetric matrix, so there exists an orthogonal p× p

matrix U that transforms L into the diagonal form U⊤LU = Λ := diag(0, λ2, λ3, . . . , λp). Additionally, we

assume the graph is connected, which implies λ2 > 0. By applying the state transformation.

The network equation then becomes:

[
˙̌e
˙̌w

]
=

[
I ⊗A I ⊗BF
Λ⊗GC I ⊗ (A−GC1) + (Λ⊗BF )

] [
ě
w̌

]
. (3.30)

An auxiliary dynamic system is introduced with the associated dynamic feedback controller as:

˙̃ei(t) = Aẽi(t) +Bũi(t) + Ed̃i(t),

ξ̃i(t) = C1ẽi(t) +D1d̃i(t),

ϵ̃i(t) = C2ẽi(t) +D2ũi(t),

(3.31)

where ẽi ∈ Rn, ũi ∈ Rm, d̃i ∈ Rq, ξ̃i ∈ Rr, and ϵ̃i ∈ Rp are the state, coupling input, external disturbance,

measured output, and the output to be controlled of the ith auxiliary system. By using the associated

dynamic feedback controllers:

˙̃wi = Aw̃i +Bũi +G(ξ̃i − C1w̃i), ũi = λiFw̃i (3.32)

The closed-loop system can be written as:

[
ẽi
w̃i

]
=

[
A λiBF
GC1 A−GC1 + λiBF

] [
ẽi
w̃i

]
+

[
E
GD1

]
d̃i, (3.33)

ϵi =
[
C2 λiD2F

] [ ẽi
w̃i

]
(3.34)

The goal is to design local feedback gain matrices G ∈ Rn×r and F ∈ Rm×n, given γ > 0, such that the
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dynamic protocol 3.19 achieves leader-follower consensus and satisfies J(F,G) < γ.

To internally stabilize the controller 3.32, the following condition should be set to true: D1E
⊤ = 0,

D2C2 = 0, D1D
⊤
1 = Ir, and D⊤

2 D2 = Im. These can be substituted by the regularity conditions

D1D
⊤
1 > 0 and D⊤

2 D2 > 0 alone. [48] provides sufficient conditions to derive the gain matrices F and G,

to synchronize the network and to ensure suboptimality, i.e., J(F,G) < γ. In fact, G is chosen as QC⊤
1 ,

where Q > 0 is a solution to the Riccati inequality:

AQ+QA⊤ −QC⊤
1 C1Q+ EE⊤ < 0. (3.35)

Let there be a c such that 0 < c < 2
λ2
i
.

where λi is the eigenvalue of L, then there exists P > 0 such that

A⊤P + PA+ (c2λ2i − 2cλi)PBB
⊤P + C⊤

2 C2 < 0. (3.36)

If P and Q also satisfy

tr(C1QPQC
⊤
1 ) + tr(C2QC

⊤
2 ) < γ, (3.37)

then the protocol 3.19 with F := −cB⊤P and G := QC⊤
1 ensures leader-follower consensus for agents

3.17 and 3.18, and the protocol is sub-optimal, i.e., J(F,G) < γ.

The states of the leader are sent to the follower using the LUMA™ optical modems.

3.3 Communication Link

In this setup, the communication link between two modems is established using the LUMA™ optical

modems. The two LUMA modems, one installed on each marine vehicle, are configured to communicate

with each other, facilitating data transfer between the vehicles. The communication tool is employed to

create and assess the link between the two modems, ensuring reliable and efficient communication.

One of the modems is designated as the server, while the other operates as the client. The server

modem passively waits to receive data, while the client initiates the communication by sending the

information about its pose to the server. This setup also allows the measurement of network performance

parameters such as bandwidth, signal strength, and data transfer rates between the modems, which is

essential for ensuring the quality and reliability of the communication link.

Additionally, this communication system is integrated into a ROS Noetic environment, which man-

ages the data exchanged between the two marine vehicles. The ROS nodes control the system’s oper-

ations, while Rosbag records data logs, enabling post-mission analysis of communication performance.

The system is capable of monitoring the quality of the communication link, ensuring robust and sta-

ble data transmission between the modems, even in challenging underwater conditions. This ensures
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seamless coordination between the two vehicles during mission-critical tasks.

Figure 3.2: Communication Protocol

3.4 Experimental Platform

3.4.1 Robot Operating System (ROS)

Robot Operating System (ROS) [49] is a versatile framework designed for developing robot software. It

provides a set of guidelines, libraries, and tools aimed at simplifying the creation of advanced and reliable

robotic behavior across various platforms. Due to its extensive library, strong community support, and

flexibility, ROS is widely adopted for numerous robotic applications. In this thesis work, ROS 1 has

been utilized to integrate the modems and execute different functionalities, specifically using the Noetic

version of ROS 1.

ROS 1 is based on the concept of nodes, which are individual processes responsible for computation.

A typical robotics system comprises several nodes, with communication between them achieved through

message passing. These messages can be simple, such as numbers, or more complex, like a 3D pose.

Communication in ROS 1 takes place over topics, where one node publishes information to a topic,

and another node subscribes to that topic to receive the data. Additionally, ROS 1 offers services, which

enable synchronous remote procedure calls, allowing a node to send a request and await a response.

The ROS Master acts as a name server, managing the registration and discovery of nodes within the
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system. ROS also includes a logging feature called ’bags’ that allows for the recording and playback of

message data within the system.

3.4.1.A LUMA™ ROS Package

The LUMA ROS package was created to facilitate the control and configuration of the LUMA X modem

through the ROS (Robot Operating System) interface. While LUMA already offers a web-based inter-

face to modify key operating parameters, this package enables the modification of these parameters

via the ROS terminal, using Python programming. The LUMA X modem can be configured and moni-

tored using the API provided by Hydromea, which adheres to the REST architecture. This means the

modem can interact using standard HTTP requests. Using Python’s requests library, the LUMA ROS

package includes a ROS node that communicates directly with the LUMA modem, allowing parameter

modifications without requiring the web interface.

To integrate the LUMA modem into a ROS environment, the Python requests commands were en-

capsulated into ROS services and action clients. This allows ROS users to control and monitor the

modem parameters using ROS messages and services. For example, the luma parameters service

provides an interface to adjust parameters like optical speed or LED configuration directly from the ROS

terminal.

The key API parameters are described in Table 2.2. This table outlines the various modifiable param-

eters, including optical speed, nb led, and auto gain control, along with endpoints like status.json and

parameters.json which facilitate data monitoring and configuration.

This integration not only simplifies the operational workflow but also allows the LUMA modem to

be seamlessly integrated into larger underwater robotic systems managed by ROS. By using the ROS

framework, the LUMA modem parameters can be dynamically adjusted in response to environmental

conditions or mission requirements, improving flexibility and overall system efficiency.

3.4.2 CIRTESU (Centre for Research in Robotics and Underwater Technologies

The CIRTESU at Universitat Jaume-I (UJI), Spain, was used to perform several tests with the optical

modems. CIRTESU is a cutting-edge facility dedicated to research and testing in robotics and underwa-

ter technologies. This laboratory provides an advanced environment for experimenting with and develop-

ing marine technologies, such as the BlueROV2 and Girona 500 AUV. The water tank at CIRTESU has

dimensions of 12m x 8m x 5m, holding half a million liters of water, and offers the necessary infrastruc-

ture for conducting detailed experiments. The lab is equipped with systems for control, data acquisition,

analysis, and real-time tracking to measure movement in six degrees of freedom (6DOF).
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4.1 Preliminary Setup

In the Preliminary Setup phase, the LUMA modems were initially tested in air to establish a baseline for

their performance in ideal conditions before transitioning to underwater testing. This step was crucial

in understanding how the modems handle communication when optical signals are transmitted in an

environment devoid of water-based interference.

During these air-based tests, bandwidth graphs were generated by varying the angle of the LUMA

modems used for communication. The results demonstrated how signal strength fluctuated in response

to changes in angles and distances, providing insights into the modems’ performance under different

conditions. The bandwidth remained relatively stable in direct line-of-sight communication but decreased

when the modems were positioned at steeper angles or when light intensity was reduced. The data re-

vealed that the LUMA modems could maintain a strong connection with minimal signal degradation in

optimal lighting conditions. Still, the signal quality decreased as the light source was obstructed or weak-

ened. This initial testing in air allowed us to establish key performance indicators for the LUMA modems

and helped to perform adjustments to both the positioning and intensity of light used in subsequent

underwater tests.

To perform the experiment, the optical modems were positioned at distances of 3m, 5m, 7m, and 8m.

Initially, the modems were aligned directly facing each other to establish a clear line of sight for optimal

communication. Afterward, one modem was moved ±90 degrees to the right and left to test the impact

of angular misalignment on signal strength and bandwidth performance. This approach allowed for the

evaluation of both distance and alignment sensitivity in the optical communication setup. The parameter

settings for these two optical modems are displayed in table 4.1

Parameter Setting
Auto-power active Off
Max number of active LEDs 5
Auto-speed active Off
Optical speed 10 MHz
Encoding Off
Auto gain control On - fixed sensitivity

Table 4.1: Parameter Settings of LUMA Modem in Air

The analysis of bandwidth and signal strength plots shows a clear correlation between modem align-

ment and communication performance. Initially, when the optical modems are aligned, both bandwidth

and signal strength remain relatively stable. The signal strength as shown in Figure 4.1 ranges between

700 and 900 units, and the bandwidth stayed close to the 10 Mbps maximum, with minor fluctuations that

could be attributed to environmental factors like light interference or slight movements. This indicates

that the system performs optimally when the modems are properly aligned, with only minimal variations

caused by TCP’s natural adjustments for congestion control. However, as soon as the second modem
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is moved to ±90 degrees from the initial alignment, a significant drop in both bandwidth and signal

strength occurs. Around the 125-second mark, the signal strength falls from 750 to around 200 units,

causing the bandwidth to fluctuate below 10 Mbps. This clearly illustrates that optical communication is

highly sensitive to alignment. Misalignment results in a substantial degradation in signal quality, which

in turn reduces the available bandwidth and introduces more pronounced fluctuations in the system.

Figure 4.1: Bandwidth and Signal Strength plots at 3-meter distance.

The analysis of the tests conducted at distances of 5m, 7m, and 8m reveals a clear correlation

between distance and the stability of both bandwidth and signal strength. At a 5-meter distance as

seen in Figure 4.2, the system maintains an average bandwidth close to 10 Mbps, though fluctuations

occur due to variations in signal strength and alignment. The signal strength starts strong but steadily
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declines from 1000 units to around 400 units by the end of the test. This decline correlates with drops in

bandwidth, particularly around 30 and 60 seconds, where both signal and bandwidth dip briefly. Despite

these fluctuations, the system recovers intermittently, showing temporary improvements.

Figure 4.2: Bandwidth and Signal Strength plots at 5-meter distance.
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At 7 meters, the optical communication system became more unstable, with frequent drops in both

bandwidth and signal strength. The correlation between the dips in signal strength and the drops in

bandwidth highlights the increasing sensitivity of the system to alignment and environmental factors as

distance increases. The system 4.3 struggles to maintain consistent performance beyond 100 seconds,

especially when signal strength drops significantly.

Figure 4.3: Bandwidth and Signal Strength plots at 7-meter distance.

At 8 meters, the plots of, shown in Figure 4.4 bandwidth and signal strength exhibit frequent and deep

fluctuations. The large dips in signal strength directly affect bandwidth, causing frequent disruptions

and a drop in overall performance. To improve stability at this distance, better alignment or enhanced

transmission power would be needed to maintain a reliable optical link.
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Figure 4.4: Bandwidth and Signal Strength plots at 8-meter distance.
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Optical wireless communication relies on a clear, direct path between the transmitter and receiver,

and any deviation from this alignment—such as the movement of the second modem to a 90-degree

angle—causes the signal to weaken significantly. This leads to lower bandwidth and increased variabil-

ity, as seen in the plots. Additionally, the behavior of TCP, which tries to adapt to changing network

conditions, can exacerbate these fluctuations by briefly increasing bandwidth during re-transmissions

or congestion control. Natural light can significantly impact the performance of optical modems by in-

troducing interference and noise, especially when the light overlaps with the wavelengths used by the

modems. This interference can lower the signal-to-noise ratio, reduce bandwidth, and cause communi-

cation errors. Additionally, natural light can cause scattering and reflection, further degrading the signal.

In the next phase of testing, the LUMA modems were evaluated in a controlled pool environment

to move towards more realistic underwater conditions. This setup was designed to assess how the

modems performed in water, especially regarding bandwidth, and the ability to communicate between

vehicles following different trajectories.

4.2 Pool Testing

The modems were then installed on two remotely operated vehicles (ROVs), with one acting as the

leader and the other as the follower. The leader ROV was responsible for sending its real-time pose

data—such as position and orientation—via the LUMA modem to the follower vehicle. To ensure effective

data transmission, several trajectories were designed and tested. These trajectories varied in complexity,

from straight-line movements to more dynamic paths involving turns and varying speeds. Each scenario

provided valuable insights into the reliability of the optical communication link under different movement

conditions. To save power and transmit pose of the leader vehicle, the modems were tested with an

optical speed of 6 Mhz. The other parameters were kept same as shown in table 4.2.

Parameter Setting
Auto-power active Off
Max number of active LEDs 5
Auto-speed active Off
Optical speed 6 MHz
Encoding Off
Auto gain control On - fixed sensitivity

Table 4.2: Parameter Settings of LUMA Modem in Water

The bandwidth was continuously monitored as the follower vehicle moved along its designated trajec-

tory. The modems effectively maintained a stable communication link during simpler trajectories, such

as straight-line movements, where the vehicles remained within a clear line of sight. However, in more

complex paths, such as those involving turns or shifts in depth, signal degradation was observed due to
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factors like alignment loss or light scattering in water.

Despite these challenges, the modems on the leader vehicle were able to send accurate and timely

pose data to the follower vehicle. This confirmed the viability of the optical communication link for real-

time coordination in leader-follower systems. The testing also highlighted the importance of careful

modem placement and trajectory planning to minimize communication disruptions in underwater envi-

ronments. Figure 4.5 shows the plots of bandwidth and leaders’ pose in x,y,z directions that followed a

straight-line trajectory. The blue line represents yaw angles. The measurements are taken in meters.

Figure 4.5: Follower Vehicle Bandwidth Response and Leader ROV Pose for a simple trajectory.

The 3D position and orientation plot shown in Figure 4.6 shows that the leader vehicle followed a

complex trajectory, which was successfully transmitted to the follower vehicle. The red dots representing

the positions show a continuous and smooth data flow in real-time, despite the dynamic movements
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and changes in the trajectory. This reflects the system’s ability to transmit not just static positions but

dynamic motion effectively.

Figure 4.6: Follower Vehicle Bandwidth Response and Leader ROV Pose for a Complex Trajectory.
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Some more complex trajectories, particularly when the leader vehicle moved farther away, showed

that the optical modem struggled to maintain a stable link, ultimately reaching the operational limits of

the modem’s range. The frequent drops in bandwidth and instances of lost communication indicate

that the optical link becomes unreliable at greater distances. While some data was still transmitted, the

performance significantly degraded, with large gaps in both the pose and bandwidth plots as shown

in Figure 4.7 and 4.8. To improve communication stability at such long ranges, optical speed must be

reduced since a higher optical speed means less range and less resilience to optical noise and ambient

light. .

Figure 4.7: Follower Vehicle Bandwidth Response and Leader ROV Pose Reaching the Operational Limits of
Modems
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Figure 4.8: Follower Vehicle Bandwidth Response and Leader ROV Pose.

4.3 Leader-Follower Controller Analysis

This section presents the analysis of the leader-follower controller designed using the state-space model

and matrices defined earlier. The objective of the leader-follower system is to ensure that the follower

accurately maintains a fixed relative position from the leader over time while dealing with external distur-

bances and maintaining control stability. The system is implemented using MATLAB, and the feedback

control protocol is designed to achieve synchronization between the leader and the follower.

The goal of this simulation is to evaluate the closed-loop performance of the leader-follower system

under the proposed feedback control law. The system is subjected to disturbances through matrix E
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and the follower must use feedback control to track the leader while minimizing the effects of these

disturbances.

Since the physical implementation on the BlueROV2 was not feasible due to limited time, the state-

space model was used to simulate and analyze the controller. The simulation was carried out in MAT-

LAB, where the leader and follower dynamics were modeled using the state-space representation de-

scribed earlier. The control inputs, disturbances, and feedback gains were applied to evaluate how

effectively the follower tracks the leader’s state.

Using the dynamic feedback protocol from Equation (3.19), the feedback gain matrices F and G

were computed to achieve leader-follower consensus. The gain matrices are computed by solving the

algebraic Riccati inequality, ensuring the system’s stability and minimizing the H2 cost function. For this

simulation, the guidelines from [48] are followed to compute the gain matrices:

F =
[
−5.7580 −1.4146 −0.9958 −1.5151

]
and,

G =


0.0354
0.3569
0.0374
0.0633


The cost function J(F,G) is calculated to ensure that the system operates below the desired upper

bound. By solving the Riccati inequality and using the MATLAB command norm(sys,2), the norm of the

controlled error system is calculated as hF,G = 1.2825 which is less than
√
γ = 1.3053. This indicates

that the proposed controller is effective and operates within the desired performance bounds.
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Figure 4.9: Trajectories of States.

Figure 4.9 shows the trajectory of the states of both leader and follower. The simulation demonstrates

that the follower achieves synchronization with the leader. The performance output zi(t)− zl(t) as seen

in Figure 4.10, representing the difference between the follower’s and leader’s outputs, converges to

zero as time progresses.
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Figure 4.10: Performance Output Trajectories.
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Figure 4.11: Error State for the Follower.

The system was subjected to white noise d with an amplitude ranging between -15 and 15, applied

to the follower. The simulation results validate the proposed leader-follower controller using the state-

space model. The feedback control law ensures system stability, disturbance rejection, and convergence

to the leader’s state, even though the implementation of the controller on BlueROV2 was not possible.

Figure 4.11 shows that the controller was able to effectively minimize the error between the leader and

follower states, thereby reaching synchronization. The MATLAB simulation demonstrates the robustness

of the controller design, highlighting its potential for real-world applications in leader-follower multi-agent

systems.

4.4 Discussions

The MATLAB simulation demonstrates that the follower achieves synchronization with the leader. The

performance output ϵ = zi − zl, which represents the difference between the follower’s and leader’s

outputs, converges to zero as time progresses.

Due to the limited time, the controller could not be implemented directly on the BlueROV2 platform

using ROS. As a result, a state-space model of the leader-follower dynamics was used to evaluate the

performance of the proposed controller. Despite the limitations of not using the actual hardware, the

MATLAB simulations provide a reliable evaluation of the controller’s effectiveness.
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The leader-follower controller design effectively controls the follower vehicle, enabling it to track the

leader’s state with minimal error. The state-space matrices used in this design, along with the feedback

gain matrices G and F, ensure that the system is controllable, observable, and robust to disturbances.

The MATLAB simulations validate the system’s performance, showcasing that the follower can accurately

track the leader while mitigating the impact of external disturbances

The results validate the effectiveness of the proposed leader-follower controller. The simulation

demonstrates that the control inputs successfully guide the follower vehicle to align its state with the

leader’s state. The design also ensures that external disturbances are compensated, ensuring smooth

operation. The performance analysis reveals that the leader-follower controller can be applied to a wide

range of applications in marine robotics, specifically for multi-agent systems requiring robust communi-

cation and control mechanisms.
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5.1 Conclusion

This thesis highlights the successful development and validation of a leader-follower control strategy

for underwater multi-agent system using LUMA™optical modems for communication. The proposed

framework, validated through MATLAB simulations, demonstrated effective underwater coordination.

The MATLAB simulations confirmed the robustness and accuracy of the control strategy under idealized

conditions, showing that the follower could effectively maintain formation with the leader. It is important

to note that the simulations were not conducted using the BlueROV2 simulator, which limits the direct

applicability of the results to the real vehicle without further testing. This research contributes to the field

of underwater robotics by providing a reliable framework for coordinated control of multiple autonomous

vehicles using high-speed optical communication links. The results indicate that optical communication

can effectively solve precise underwater vehicle coordination, offering high data rates and minimal la-

tency. Since we have high data rates and minimal latency the communication system is considered ideal

and doesn’t need to be modeled in MATLAB.

5.2 Future Work

Several avenues of research and development are essential to enhance the robustness and practical-

ity of the proposed leader-follower control system using optical modems for underwater autonomous

vehicles. Below are key directions for future work:

• Testing Using Unity Simulator

If time were not a constraint, Unity could be utilized to provide a powerful and flexible simulation

environment for testing the proposed control system. This approach would allow for an in-depth

evaluation of the system’s performance under a wide range of underwater conditions, without the

limitations posed by physical testing setups or time restrictions. Unity’s capabilities include the sim-

ulation of intricate underwater dynamics, such as vehicle interactions with ocean currents, small

turbulence effects, and environmental disturbances, enabling comprehensive testing of precision,

robustness, and reliability in a controlled, virtual setting. With Unity, it would be possible to visu-

alize the leader-follower behavior in real time, which would enhance the understanding of control

strategies and communication dynamics. Additionally, Unity’s versatility would allow for iterative

improvements and the fine-tuning of control algorithms, potentially leading to significant perfor-

mance optimizations and insights that may be challenging to obtain in physical tests alone. This

expanded simulation framework could pave the way for more advanced testing scenarios and lay

a robust groundwork for future experimental applications.

• Integration of Obstacle Avoidance Mechanisms
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In practical underwater environments, the presence of obstacles and complex terrain is inevitable,

posing significant risks to the safe navigation of autonomous vehicles. Future iterations of this

control framework must integrate obstacle avoidance algorithms to ensure collision-free opera-

tion. The introduction of artificial potential field methods, or behavior-based strategies for obstacle

detection and avoidance, will further improve the resilience and applicability of the controller in

real-world missions.

• Expansion to Multiple Follower Agents

The expansion of the current system to accommodate multiple follower agents is also a crucial

area for further exploration. The leader-follower structure can be extended to involve multiple au-

tonomous vehicles, which will require the development of advanced coordination algorithms to

maintain formation and prevent inter-vehicle collisions. This multi-agent extension will be partic-

ularly beneficial for large-scale underwater missions that demand coordinated operations among

several vehicles.

• Testing the Controller Using LUMA Modems on BlueROV2

Testing the proposed leader-follower controller on BlueROV2 vehicles using LUMA™ optical modems

is a critical next step, especially by leveraging a ROS-based environment with Python, as this

approach aligns with the LUMA packages, which are developed within the ROS framework. In-

tegrating the controller with LUMA modems in ROS will streamline development and enhance

compatibility, making it easier to test the controller’s effectiveness directly on the BlueROV2 plat-

form. This setup bypasses MATLAB, reducing potential integration challenges and allowing for

more efficient communication handling and data transfer between the modems and the controller.

By testing in this configuration, we can validate the controller’s feasibility and robustness in an ac-

tual underwater environment, where factors such as water clarity, pressure, and ambient light could

affect communication performance. This testing phase will offer valuable, real-world insights into

underwater communication and control dynamics, essential for assessing the controller’s practical

viability and refining it for future deployments..
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A
Code of Project

A.1 Code to Update LUMA Parameters

1 import rospy

2 import requests

3 from luma_modem.srv import ChangeParameters , ChangeParametersResponse

4

5 #url = ’http ://192.168.1.112/ api/parameters.json’

6 def fetch_parameters(ip_suffix):

7 url = f’http ://192.168.1.{ ip_suffix }/api/parameters.json’

8 response = requests.get(url)

9 if response.status_code == 200:

10 return response.json()

11 else:

12 rospy.logerr("Failed to fetch JSON file. Status code: %d", response.status_code)

13 return None

14

15

16 def update_ros_parameters(parameters):
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17 if parameters:

18 rospy.set_param(’/my_parameters/optical_speed ’, parameters[’optical_speed ’])

19 rospy.set_param(’/my_parameters/nb_led ’, parameters[’nb_led ’])

20 rospy.set_param(’/my_parameters/auto_power ’, parameters[’auto_power ’])

21 rospy.set_param(’/my_parameters/auto_speed ’, parameters[’auto_speed ’])

22 rospy.set_param(’/my_parameters/encoding ’, parameters[’encoding ’])

23 rospy.loginfo("Parameters updated on ROS parameter server.")

24 else:

25 rospy.logerr("Failed to fetch updated parameters.")

A.2 Code to Observe Signal Strength

1 import rospy

2 from luma_modem.msg import NameValueArray # Custom message type for name -value pairs

3 import requests

4 import numpy as np

5

6 def get_last_three_digits(ip_suffix):

7 return ip_suffix

8

9 def publish_data(ip_suffix):

10 # Initialize ROS node

11 rospy.init_node(’luma_status_publisher ’, anonymous=True)

12 rate = rospy.Rate (3) # 3 Hz

13 # Publisher to publish the custom message

14 pub = rospy.Publisher(’luma_status ’, NameValueArray , queue_size =10)

15 while not rospy.is_shutdown ():

16 url = f’http ://192.168.1.{ ip_suffix }/api/status.json’

17 #rospy.loginfo(f"Attempting to fetch data from URL: {url}") # Debug statement

18 response = requests.get(url)

19 if response.status_code == 200:

20 #rospy.loginfo (" Received successful response from server ") # Debug statement

21 json_data = response.json()

22 names = []

23 values = []

24 for key , value in json_data.items():

25 names.append(key)

26 values.append(np.float32(value)) # Convert value to float32

27 # Create custom message

28 name_value_msg = NameValueArray ()

29 name_value_msg.names = names

30 name_value_msg.values = values

31 # Publish the message

32 pub.publish(name_value_msg)
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33 #rospy.loginfo (" Published message to data_topic ") # Debug statement

34 else:

35 rospy.logerr(f"Failed to fetch JSON file. Status code: {response.status_code}

") # Error message

36 rate.sleep()

37

38 if __name__ == ’__main__ ’:

39 try:

40 ip_suffix = rospy.get_param(’/luma_status_publisher/ip_suffix ’, 1) # Get

ip_suffix parameter from the ROS parameter server

41 rospy.loginfo(f"Using IP suffix: {ip_suffix}") # Debug statement

42 publish_data(ip_suffix)

43 except rospy.ROSInterruptException:

44 rospy.logwarn("ROSInterruptException occurred") # Debug statement
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